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1 Problem Description
The full, detailed, problem description presented to ESGI37 by Numbercrait is
contained in Appendix I, but essentially the problem is one of attempting to
extract useful information from a large database of customer details. The toy
model which was used during the Study Group to formulate our ideas was one
of a phone company holding on file, for each customer, details such as total
monthly phone usage, monthly off-peak usage, Internet usage, total cost built
up etc. In particular note that there will be strong correlation between a lot of
the different data: the first task in any analysis would be to reduce the phase-
space by way of establishing statistical correlations by, for example Singular
Value Decomposition.

The basic idea is now that we wish to classify customers in some way, for
our toy example perhaps as 'heavy users', 'medium users' and 'light users',
although it is not at all clear that such labels can usefully be applied to the data.
We then wish to track how customers move between these classes, the natural
method being by transition matrices. In particular wish to try and predict when
customers will either move into another class or, more importantly, cease being
a customer altogether, becoming 'dead' customers.

The two (related) issues with which we are now concerned are:

• How do we sensibly define the classes from raw data so as to maximise
the amount of information (partitions of state space)?

• How do we then set up transition matrices between these classes? In
particular we would like these matrices to be strongly diagonal and sparse.

1.1 The data provided

Two sets of data were provided during the week for analysis purposes:

"also contributions during modelling week from Lia.m Clarke, Robert Ketzscher, Neil
Stringfellow a.nd Julie Scarrett
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Figure 1: Toy model.

• Data set 1: Synthetic Data. Three sets of data, each consisting of 105
time steps, 20 customers, each with 3 state variables. This data was
designed so that algorithms which we were developing could be tested.

• Data set 2: Real Data (given 3 days later). 14 time steps (monthly), 220
customers, each with 6 state variables. The nature of this data, and what
each state variable represented was not known.

1.2 The approaches tried
During the study group several different approaches were considered, which are
outlined in more detail later in this report. Briefly however they are:

• The problem is considered in its more abstract setting from a mathemati-
cal/ AI point of view to highlight the issues involved and to try and make
more precise the question with which we are concerned.

• The important question that must be considered is how to define 'classes'
of customers, which must be done before we can even begin to consider how
a customer moves between such classes. The initial approach outlined here
is to start with a large number of arbitrary classes and try to systematically
amalgamate classes until we had a manageable (and statistically suitable)
number which would give a sparse and strongly diagonal transition matrix.

• We are in particular looking for customers who are about significantly
change their behaviour or to stop their use of the service altogether. A
statistical analysis of records corresponding to those customers who 'died'
versus those who didn't is therefore appropriate in case there is some very
simple trait that should be sought in a previously unseen set of data.
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• Finally a more novel approach was implemented to try and classify cus-
tomers by the behaviour of their time-series. A customer who is about
to change their customer loyalties would perhaps change their behaviour
prior to doing so which would result in a qualitative change in at least
some of their time-series. It is not enough just to look for customers who
suddenly start using some service less than before, because some customers
may do this on a regular basis before increasing usage once more.

2 Some mathematical and AI reflections on the
"

problem
We begin with a description of the problem and its possible background from
a partly mathematical, partly AI point of view. That is because this type of
problem is also known within the field of multi-agent systems, and is of relevance
for a wide range of IT applications. The system consists of a large number of
customer-agents who exhibit a range of behaviours or attributes over time in
some domain such as banking, telecommunications, financial services, which
is recorded in a database. The company owning the database is interested in
extracting as much information about customer behaviour from the database as
possible, with a view to marketing new products to the customers in a focused
way, identifying customers who may be thinking of switching to a competitor or
some other purpose in which it is desirable to identify some subset of customers
which fulfil some criterion to a greater than average extent.

The issue seems to be to identify the best set of attributes from the data
which are provide useful information about the marketability of a range of prod-
ucts. In this sense, the problem is not well defined, which does not make it less
interesting. The concepts highlighted my Numbercraft (see Appendix) are dis-
cussed at greater length in the sections below

2.1 Customer agents
The records in the customer database contain information about how the in-
dividual customer has behaved at regular intervals up to the present. In some
sense, this recorded behaviour contains information about how the customers
have reacted to activity in the particular domain, such as the emergence of
competing products. The activities of the customers in restricted domains are
usually modelled as intelligent agents, who exhibit goal-directed responses to
external stimuli. One of the main problems in this area is that the notion of
agents is not well supported by the legacy databases which are standard in the
world of business. If this information was contained in a truly object-oriented
or agent-oriented data base, in which the customer record is modelled by an
agent or autonomous object, then the agents themselves could handle the sort
of clustering we are trying to achieve here, by, for example, imitating humans
in conducting networking behaviour.
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The fundamental problem here is to identify some small subset of customer
agent types from their historical behaviour with a view to satisfying their goals.
This will typically be done a postiori using a wide range of probabilistic methods.

We suppose that there are N such customer agents, which we label Cl, ...,CN.

Initially all that is known about these agents is the alpha-numeric attribute
data about each agent, stored in a set of state vectors a1(t), ... , an(t) at a set
of time intervals D,l, ... ,T, which live in some finite vector state space A. The
elements of these vectors can be continuous variables, such as expenditure, age,
GPS-coordinates, or discrete variables such as sex, number of children, product
ownership, and so on.

2.2 State and phase space descriptions
Complete information about customers is contained in the curves or trajecto-
ries followed by their attribute vectors in the state space A. These trajecto-
ries need not be smooth and will generally be very noisy. System properties
which can be expressed in terms of population attributes by functions such as
F(al (t), ... , an(t)) can be computed as averages over the trajectories

(1)

An alternative representation of the system is in phase space. Imagine that
the state space A has been decomposed into K subspaces Al, ... , AK. Each
state vector can thus be assigned to a subspace, using either numeric or fuzzy
criteria. Let nk(t) represent the number of state vectors in the subspace Ak at
time t. Dividing these histograms by N gives probability densities

P ( )
_ nk(t)

,I, t ---
N

(2)

The evolution of the system can be followed by defining a transition matrix
of conditional probabilities, defined by

P , (t + 1) = nk,k' (t + 1) (3),1",1, nk(t)

where nk,k' (t + 1) is the number of customers which move from subspace Ak
at time t to subspace Ak, at time t+ 1. That this is a conditional probability
measure can be shown from equation (4) by multiplying both sides by nk(t) and
summing over k, using the result

K

nk,(t+ 1) = Lnk,kl(t+ 1).
,1,=1

Within the limits of accuracy imposed by the granularity of the subspaces,
approximations system averages can be obtained by averaging quantities over
the phase space.

(4)
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2.3 Choosing the subspaces
The key issue is the choice of the subspaces, which should in some way reflect
behaviours typical of the agents which belong to it. Too many subspaces will not
be very useful and too few will not contain much information. If the world was
ideal, it should be possible to deduce the subspaces corresponding to customer
group behaviour by examining the customer data.

One issue to settle is the one of trying to increase the number of subspaces
or prune that number from a larger number. We eventually decided on a prun-
ing approach, since coarser grained information can always be obtained from
finer grained. For example, suppose that we store the histograms nk,k' (t + 1),
and for some reason want to merge two subspaces Ak and Al into a single sub-
space, which we will denote by Akl before renumbering them. Then the relevant
members of the histogram are updated using

nkl,kl(t + 1)
nkl,k' (t + 1)
nk',kl(t + 1)

= nk,k(t + 1) + nk,l(t + 1) + nl,k(t + 1) + nl,l(t + 1)
= nk,k,(t+ 1) +nl,k,(t+1), k'::j;k,l

= nk',k(t+1)+nk',l(t+1), k'::j;k,l
(5)

Thus a first exercise is examining criteria for choosing which subspaces to
merge. One idea is that since the tridiagonal elements will normally be dominant
(an agent will tend to stay in its own subspace or move to a neighbouring one for
uninteresting reasons), we should look for similarities in the remaining elements,
which could be signalling significant events. These events will normally be
hidden by the dominant tridiagonal ones in any norm-based distance.

The time average of the conditional probabilities should converge if the un-
derlying process is stationary and we have found the right classes. It would be
interesting to find out to what extent looking at the convergence of the time
averages of the transition matrix elements computed for a given partition of syn-
thetic data generated from a transition matrix for a given (unknown) number
of subspaces, can give information about the goodness of the partition.

3 Identifying Customer Classes
As mentioned above a bottom-up approach was used to try and group customers
into a manageable number of classes, ideally, but not necessarily, in physically
meaningful ways. For example, our Toy Model had customers grouped into
light, medium and heavy users - a classification that would be preferential to
explain any results to a layman, but the most efficient groupings in practice may
not correspond to such a physical interpretation (convex verses concave sets).

Essentially, we assume that customers can be modelled by a Markov process
whose transition matrix we wish to try and recreate by looking at the data
and in each data-set following points from one time step to the next. There is
an unresolved issue that such matrices may in practice be time-dependent, but
ignore we this for the purposes of this investigation.
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Various approaches were suggested, and in some cases tentatively tested,
such as applied neural networks, self organising maps and radial basis functions,
but in the end a more 'hands on' method was settled on:

• The interval in which each data set was contained was partitioned into 20
arbitrary 'bins'.

• From this partitioning a routine was written to create the transition ma-
trices for successive time-steps between these bins. Each row i of such a
matrix corresponds to the probabilities of leaving class i and going to the
other classes.

• Using the hypothesis that bins belonging to the same class should share
the same transition probabilities, i.e. if two rows of the transition matrices
are in fact from the same class, then the probability of leaving these two
classes should be similar, we look for bins that can be amalgamated.

• Amalgamation is done by looking at the difference of squares between
classes. For example take two states i and j and consider transition prob-
abilities from state i to all states other than state j and visa-versa and if
the sum of squares of differences is smaller than some tolerance level then
amalgamate states i and j into one class.

• We can either compare only adjacent rows (convex sets) which would at
least give more physically describable states, or compare all rows with
all rows (non-convex sets). Both approaches were attempted during the
Study Group.

• Due to time/computing constraints only the synthetic data was analysed
in this way during the Study Group.

Results from synthetic data
Early analysis of the first data set we were confronted with (the 'synthetic data')
showed promising success, finding partitioning that fitted in with the method
used to derive the data, and almost immediately writing off one of the state
variables as purely random, which in fact it was!

More precisely, from the procedure detailed above, all three example data
sets appeared to be structured in pretty much the same way. State variables Xl

and X3 were split into the groupings 0, (0, 1J,(1,2J, and X2 was random numbers.
Thus the data could be split into five classes:

• class 1: Xl = X3 = ° [omega, or dead classJ

• class 2: Xl E (0,1], X3 E (O,lJ

• class 3: Xl E (0,1]' X3 E (1,2J

• class 4: Xl E (1,2], X3 E (O,lJ
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Figure 2: Analysis and amalgamation of one of the state variables from one of
the first data sets .

• class 5: Xl E (1,2)' X3 E (1,2]

MATLAB then gave the probability transition matrices between these classes
as follows.

For example data set 1,

1 0 0 0 0
0.014 0.561 0 0.237 0.189

p= 0.002 0.477 0.521 0 0
0 0 0.398 0.312 0.290
0 0 0.422 0.281 0.297
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For example data set 2,

1 0 0 0

iI0.02 0.58 0 0.39
p= 0.02 0.44 0.54 0

0 0 0.37 0.63
0 0 0 0

For example data set 3,

[ 1

0 0 0

Oo~06I0.005 0.528 0 0.261
P = Oor7 0.489 0.504 0

0 0.408 0.297 0.294
0 0.411 0.285 0.304

In Example 2, the probability transition matrix had no way of moving into
class five. This was borne out by the data, which had no entries in this class.
The classes with Xl > 1 had no way of moving to the dead class, reflecting
the way that the examples were set up by Numbercraft. From these a simple
diagram for the transition probabilities could be constructed (Figure 4).

4 Statistical analysis of the dead

Introduction
It was evident from the type of data to be analysed that some customers, the
dead, terminated their transactions during the data period. Since an objective
of any analysis or clustering is to highlight such customers prior to their demise,
and target them for extra publicity, it was deemed useful to investigate the
life time of customers who died during the period. The object of such an
investigation is to try and see a behaviour pattern common to such customers,
and use this to detect the subset of live customers who may be "considering
dying". The investigation was undertaken in two parts, the first of which looked
at the first synthetic data set, and the 8 dead customers contained therein. The
second part of the investigation was concerned with the real data set, and the
first 8 dead customers contained within it. In the case of the real data there
was a fundamental difference in behaviour, as some customers apparently died
and then returned to life again. This necessitated differentiating between the
temporarily dead, whose overall behaviour was similar to those who never die,
and the permanently dead.

Synthetic Data
The first investigations on the synthetic data were concerned with the first syn-
thetic data set, and several indicators of "death-like" behaviour were considered.
The first synthetic data set contained data for 3 states for a time period of 2
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Transition probabilities (red) for Example 1
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Figure 4: Transition probabilities between final class classification for example
data set 1.

years, with a time step of 2 weeks. The first investigation of the dead customers
was concerned with the maximum and minimum values of each state for each
dead person, over the period of their life. It was postulated that if the maximum
value of a state occurred near the beginning of the lifetime, and the minimum
occurred towards the end of the lifetime, this could indicate a dying customer.
A Matlab program was written to extract the minimum and maximum value
of each state for each customer, and the time step at which it occurred. This
enabled the range of each state to be calculated for each customer, and also
a normalised value for the position of the maximum and minimum, which was
calculated as follows:

tmax
Pmax =--

ttot

tmin
Pmin = -t-

tot

where: tmax is the time step when the maximum occurs, tmin is the time step
when the minimum occurs and ttot is the total lifetime of the customer.

The results of this investigation on the dead customers show that the max-
ima, minima and ranges for the 3 states are very similar for each customer, with
states 1 and 3 showing slightly more variation than state 2. The data contained
in the mean max and mean min columns is the Pmax and Pmin data, and this
has a little more variation. If the value is close to 1, then this indicates that
the maximum or minimum occurred towards the end of the customer's lifetime,
and if the value is close to 0 this indicates that the maximum or minimum oc-
curred towards the beginning of the customer's lifetime. Support of the initial
postulation would therefore be indicated by having the Pmax data close to 0 and
the Pmin data close to 1. The results only support the initial postulation for
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some customers, and a range of behaviour is illustrated from having the maxi-
mum towards the end and the minimum towards the beginning of the lifetime
through to having the maximum and the minimum occurring close together, as
for customer 5 state 3 for example.

For comparison the same analysis was run on the first 4 live customers,
having the full 2 year range of data. For live customers, one might suppose
that the maximum would not occur near the beginning and the minimum not
near the end of the data period, so as to indicate not dying. Thus if the Pmax

data is close to 1 and the Pmin data close to 0, this might be supposed to be the
live postulation. Once again, this postulation is not born out by the results, as
although some customers exhibit this pattern for some states it is not true for
all customers and all states.

The results from the first investigation were quite disappointing, since they
didn't result in a method for differentiating between live and dying customers.
However, since no information on the states was available, it might be incor-
rect to suppose the minimum and maximum value gave a good indication of
behaviour. For the live customers, it may have been more realistic to look
for a minimum and maximum per year, for example. Also, since the data is
synthetic, it may include behaviour or anomalies which would not be present in
real data.

The second investigation of dead customers was concerned with statistical
calculations. The mean, standard deviation, average of the absolute deviation
from the mean, and correlation coefficient were calculated for all the data, for
the 8 dead customers and also for the first 4 live customers. It was postulated
that the range of the average of the absolute deviation from the mean would be
broadly constant for live customers, and would show more fluctuation for dying
customers. The correlation coefficientwas expected to be close to zero for live
customers, so that behaviour between states was different, and to move closer
to ±l for dying customers, indicating a trend towards similar behaviour across
all states.

The results of these calculations on the entire data set are as follows:
Mean Std Av. Oev Correl codf

State 1 0.612627731 0.614327463 0.523099242 0.437321791 (1 - 2)
State 2 0.714272022 0.669188692 0.5922021 0.420664619 (1 - 3)
State 3 0.699627759 0.662306893 0.584678176 0.462933904 (2 - 3)

Av. Oev. 'l.
86.39
82.91
83.56

The first interesting point to note is that the values for the mean and stan-
dard deviation are very similar to each other, and in the case of State 1, the
standard deviation is actually greater than the mean. Thus, it is possible to
be only one standard deviation from the mean and be in a region containing
very small, or negative, values. The average of the absolute deviation from
the mean is however smaller than the mean in each case, and interestingly, is
always around 84%. This may well be due to the method used to generate
the synthetic data. The correlation coefficient takes a value of 0 if there is no
correlation and a value of ±1 if there is perfect correlation. The correlation
between each combination of pairs of states gives a value of around 0.4, and is
therefore indeterminate.
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Looking first at the values for mean and standard deviation, it can be seen
that there are no cases for which the standard deviation is greater than the
mean. It might be deduced that including the zero data for each person who
dies is skewing these measures when the whole data set is considered. For all
cases, the average of the absolute deviation from the mean is fairly similar, and
lies between 0.36 and 0.6. Looking at the average deviation as a percentage of
the mean value it can be seen that customers 2, 8 and 10 have a broader range
than the other customers, however this may be because these customers have
a shorter life span. The correlation coefficients all lie between about -0.4 and
0.6, which is rather disappointing since this is the region from no correlation
through to indeterminate. It was hoped that the behaviour patterns of the
states for dead customers might tend to one pattern, thus giving a correlation
coefficient close to ±1 and a measure of likelihood of death.

For comparison the same analysis was run on the first 4 live customers,
having the full 2 year range of data. For these live customers, the mean values
are similar for each state, and the standard deviation is also similar, and smaller
than the mean in each case. This supports the supposition that including the
zero data for each person who dies is skewing these measures when the whole
data set is considered. The average of the absolute deviation from the mean
is also similar for each person and for each state, and when expressed as a
percentage of the mean it lies between 47% and 57%, which is a much smaller
range than for the dead customers. The correlation coefficients all have absolute
value less than about 0.2, indicating no correlation, which is as anticipated.

Overall, the results from the second investigation are more promising. The
live customers agree with the anticipated behaviour by having a small range for
the average of the absolute deviation from the mean (expressed as a percentage)
and by having correlation coefficients close to zero. The results from the dead
customers don't show the pattern expected, but it is possible that better results
may be obtained from the real data set.

Real Data
The real data set contained data for 220 customers over a period of 14 time
steps, for 6 states. For ease of comparison, the first 4 live customers and the
first 8 dead customers were investigated, and their behaviour was analysed as
for the synthetic data. For interest, the maxima and minima analysis was
carried out on all 6 states, but the statistical analysis only considered the first
3 states. Of the 8 dead customers, only 3 remain dead (customers 7, 11 and
14) and the remainder only die temporarily, though perhaps more than once.
This is a significant difference from the synthetic data, and will have an effect
on the results of the analysis. It would be helpful if an indicator for each of the
3 types of customer behaviour could be developed, so that living, temporarily
dead and permanently dead customers could be differentiated from each other.

The first investigation was identical to that for the synthetic data, with the
maximum and minimum value of each of the six states, Pma.x, Pmin and the
range being calculated for the first 8 dead customers. Due to the difficulties
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of calculating the actuallifespan for the temporarily dead customers, and since
the time period for the data is short, ttot was taken to be 14 for all customers.
The maxima, and ranges for the 6 states vary widely both between states and
between customers, although state 1 contains the largest range value for each
customer. The minima are zero for every state and every customer, which
was not true or the synthetic data, and hence the range and the maximum in
each case is identical. The data contained in the mean max and mean min
columns is again the Pma.x and Pmin data, and this appears to show a pattern.
Customers 7,11 and 14 who die and remain dead have Pmax and Pmin values less
than 0.5, indicating that their minima and maxima occur towards the beginning
of the time period. The remaining customers, who die temporarily, have one
or more states with a Pma.x value close to 1, indicating a maxima towards the
end of the time period, and one or more states with a Pmin value close to 0,
indicating a minima towards the beginning of the time period, as postulated
initially. Customer 8 has four states for which the Pmax values are close to 1,
perhaps indicating a very lively dead person!

For comparison, the same analysis was run on the first 4 live customers: the
maxima, minima and range values vary widely between states and customers,
though once again state 1 contains the largest maximum, minimum and range
value for each customer. Customers 2, 4 and 6 have at least one state with a
small Pmin value, and one with a large Pma.x value, which agrees with the initial
postulation However, customer 3 has only small Pma.x values, and both small
and large Pmin values, which indicates a possible death-like trend in behaviour.
Clearly, to confirm these initial results the analysis must be run on all 220
customers.

Again, the second investigation was concerned with statistical calculations,
with the mean, standard deviation, average of the absolute deviation from the
mean and correlation coefficients being calculated for all the data, the first 8
dead customers and the first 4 live customers. It was anticipated, as before,
that the range of the average of the absolute deviation from the mean would be
broadly constant for live customers and show more fluctuation for dying cus-
tomers, and that the correlation coefficient between each combination of states
would be close to zero for live customers and close to ±1 for dying customers.
The results of these calculations on the entire data set of 220 customers are as
follows:

Mean Std
State 1 97.98367867 120.8339764
State 2 3.386714286 3.874776296
State 3 14.31309091 22.63093884

Av. Dev Correl coe!!
89.46634762 0.686067717 (1 - 2)

2.780761391 0.224366666 (1 - 3)
15.1082242 - 0.107393043 (2 - 3)

Av. Oev. %
91.30
82.13
105.66

Firstly, as for the synthetic data, the values for the mean and standard
deviation are similar for all three states, and the standard deviation is greater
than the mean. This is again attributed to the inclusion of zero data for each
person who dies. The average of the absolute deviation from the mean is again
smaller than the mean, but the values as a percentage of the mean are no longer
similar. This supports the supposition that the similarities for the synthetic
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data were due to the method of data generation. The correlation coefficient
values are small for states 1 to 3 and 2 to 3, suggesting little or no correlation,
and larger for states 1 to 2, which indicates possible correlation.

As has already been noted, some customers died on several occasions dur-
ing the time period (1,5,8,16,17), whilst others died and then remained dead
(7,11,14). Looking at the values for the mean and standard deviation it can
be seen that they are still similar, but for customers 8 (states 1 and 3) , 11, 14
(states 1 and 3) and 16 the standard deviation is still greater than the mean,
as is the value for average of the absolute deviation from the mean, leading to
large percentage values, often i, 100%. This set of customers only contains 2
out of the three who die, but contains all of the customers with 3 or more deaths
during the data period. It is clear therefore that the zero values are skewing
the statistical results, and that there is no clear indication of the true dead
customers. The correlation coefficients between the various combinations of
the first 3 states appear to indicate the two types of dying customer behaviour.
Customers 7, 11 and 14, who actually die, have the absolute value of all correla-
tion coefficients greater than 0.67. Customer 11, who is hardly alive at all, has
all three correlation coefficients larger than 0.93, which indicates a high degree
of correlation. Conversely, customers 1, 5, 8 and 16, who only die temporarily
have a correlation coefficient greater than 0.5 between states 1 and 2 but values
of less than 0.5 for the other two combinations. Person 17, who has a death at
the final time step, has correlation coefficients in the same pattern as customers
1, 5, 8 and 16. This seems to suggest that the correlation coefficient may be
used to differentiate between the dead for whom all correlation coefficients have
absolute value greater than 0.6, and the temporarily dead who only have a value
greater than 0.65 between states 1 and 2. It is possible, however, that the re-
sults indicated by the correlation coefficient values are being affected unduly by
the number of death occurrences.

With the exception of customer 3 state 3, all the mean values are larger than
the standard deviation values by a factor of approximately 2. The average of
the absolute deviation from the mean has its largest magnitude for state 1 in
each case, but when expressed as a percentage the largest value is that for stage
3. These results differ from those for the temporarily and permanently dead,
as they had the standard deviation greater than the mean, and the percentage
values of the average of the absolute deviation from the mean all similar. This
is no doubt due to the appearance of zero data for the dead customers, which
is not present in the live customers. The correlation figure for states 1 to 2 is
greater than 0.67 for all the live customers. All the remaining values are less
than 0.5, with the exception of the values for states 2 to 3 for customers 4 and 6
which are close to -0.7. These results appear to support use of the correlation
coefficient for all possible combinations of states to detect dying customers.

Comment
Due to the small range of data available for analysis, and the relatively short
time period of the initial investigations it is perhaps a little dangerous to draw
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any definite conclusions, particularly since only a small part of the real data set
was investigated. However, it would certainly appear that there are some results
worth further investigation, in particular the use of the correlation coefficient
for distinguishing between the two types of dead people.

With regard to the statistical measures, it would appear that if the standard
deviation is larger than the mean for all states, and the averages of the absolute
deviation from the mean expressed as a percentage of the mean are similar, then
the customer has been dying either permanently or temporarily. Conversely, if
the standard deviation is smaller than the mean for all states and the averages
of the absolute deviation from the mean are varied then the customer has always
been alive. Correlation coefficients close to ±1 for all possible combinations of
states appear to indicate a customer who is dying, and thus it may be possible
to differentiate such a customer from those who only die occasionally. As stated
earlier, it is possible that all the results are unduly affected by the zeros from
the death occurrences.

5 A method to quantify 'Customer Behaviour'
The final approach that was undertook was an analysis of the data as time-
series using a 'dynamical systems' mentality. In particular the methods used
were those used in the 'FRACMAT' project to analyse the suitability of wire to
be coiled into springs [1].

The basic idea is that we are looking for customers that are changing their
behaviour, and so we must be able to differentiate customers who have similar
records week in week out to those whose weekly records vary quite wildly. So
for example a customer who usually has a steady time-series and then suddenly
decreases usage of some service and a customer who every few weeks dramati-
cally decreases usage but then increases will appear to be behaving identically
in the short term when both decrease usage.

After a suitable projection onto the most informative subspace (for example
using Singular Value Decomposition [2]) the time-series from real data of ten
customers can be represented as in Figure 5.

From looking at this representative sample is should be clear that the bottom
two time-series are very similar, as are the two graphs on the second row. The
question is how can we try to quantify just how similar such time-series are?

Let us re-cap the method used for the analysis of the suitability of wire to
make springs .

• A length of wire is coiled into one long spring, with perhaps 50 - 100
distinct coils. The successive distances between each coil (the 'pitch') is
then measured to give a time series (PI, P2, . .. , P N ) .

• This data is then normalised by dividing each measurement through by
the average p, = 2- pd N. Call the new time-series (ql, . .. ,qN)'
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Figure 5: Projection of the behaviour of 10 real customers.

• The matrix

is then calculated where ao = l/N,,£qf and a1 = l/(N -1) ,,£qiqi+l'

• The eigenvalues ao +a1 and ao - a1 of this matrix are then calculated with
the larger of the two being assigned the variable CT1 and the smaller CT2.

• On the same graph, for each such data set plot (J2 / CT1 and v'CTf + (Ji.

• On this plot points to the upper right corner correspond to wire that is
poor (inconsistent with high scatter), to the lower left good (low scat-
ter and consistent), top left high scatter but consistently so, lower right
moderate scatter but inconsistent (see Figure 6).

What is really being measured is a measurement of how elliptical the 'Pa.cka.rd-
Takens' plot of each time-series is. This is the plot of Pi against PH1 which will
produce a scatter of points. If each Pi is similar to PH1 then each point will lie
close to the line Pi = Pi+1, at the other extreme they will lie a long way from it
and so it is instructive to quantify how 'elliptical' this cloud of points is. The
quantifiers detailed above are essentially standard deviation of the time series
and the ratio of the lengths of the principal axis of the ellipse found by principal
component analysis of the cloud.
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Figure 6: Classification of springs due to method outlined in body of text. X-axis
is (1'1/(1'2 and Y-axis is J (1'r + (1'~, and typical time-series of pitch measurements
are shown.

In the industrial setting this method has proved extremely accurate in dis-
criminating between different wires, but how well does it perform on the data
we are considering here? An initial problem is that we have been presented with
data sets that only consist of 14 time steps, but some preliminary analysis has
shown that this does not seem to matter. Preliminary investigation also showed
that it was more informative not to 'divide through by the average' and so keep
more of the quantitative information.

When this was taken into account and the above algorithm was run on the
same 10 customers shown in Figure 5, the plot in Figure 7 was obtained. The
numbers indicate the customers in Figure 5 where the graphs are numbered
from left to right, top to bottom. It should be clear that there is some obvious
clustering involving customers 1,6,8, customers 9 and 10, customers 3,4,5 with
customers 2 and 7 both being distinct. A comparison with the original graphs
do indeed suggest that the algorithm has been quite successful in differentiating
between behaviour of time-series, even with the small number of data points,
and such a classification could be used to describe our 'classes' of customer.

The issue of whether such a method could be used to detect a sudden change
in behaviour was not addressed, or rather how many data points would be
needed in order to detect a change in the long-term behaviour. The method as
a whole though does show considerable promise.
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Figure 7: FRACMAT classification of 10 real customers behaviour.

6 Conclusions
Despite time limitations and some serious computing issues, we have followed
several lines of attack on the problem which show a great deal of promise on
both the synthetic and real data sets. It is believed that further advances can
be made, but within a 'study group' setting this became infeasible due to the
sheer amount of data with which we were presented.

In particular analysis could be extended to include more than one state-
variable, or higher-dimensional projective spaces or even the inclusion of 'Fuzzy
set' theory in our description of classes.

Appendix I - Problem Description
"Consider the situation where a company (e.g. a digital TV, telephone, or In-
ternet service provider) monitors the behaviour of its (probably many thousands
of) customer accounts. It does this by partitioning them into a small number of
classes (of the order of ten), in such a way that customer accounts which are
deemed to belong to the same class exhibit similar behaviour. This has applica-
tions in marketing strategy: for example, one might discover that a particular
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pattern of customer account behaviour is a precursor to a customer either ter-
minating his/her account or trading his/her customer up. If one had an auto-
mated procedure for identifying all customer accounts displaying this pattern of
behaviour, then one could offer incentives so as to try and retain their business.

"We will consider a situation where information on each account is given at
discrete intervals of time (possibly every week), and this information will take the
form of (up to ten) numeric performance indicators for each customer account.
Some of the indicators may be irrelevant, others may be highly correlated so that
not all the indicators need be considered in the allocation of accounts to classes.

"The indicators will be bounded above and below in each case. Hence, wlog,
we assume that each indicator is given on an interval. The cross product of
these intervals is the state space in which all 'live' accounts must exist. There
will also be one additional special class, D, the class of closed or 'dead', accounts
where all indicators are blank.

"While the accounts have indicators which can be plotted in state space and
the accounts can be broken into classes, it should not be assumed that there will
be any detectable clustering of the points when plotted in state space. That is
to say, methods which seek to find natural clusters in the points of state space
which represent the accounts are probably not suitable.

"At the most basic level, the choice of the number of classes is also impor-
tant: one wants enough classes to distinguish usefully between different kinds of
customer account, but not so many that designing action for each class becomes
a burden, or so many that stochastic noise dominates. Moreover, a large number
of classes may result in sampling uncertainty.

"Given a set of classes - a complete partition of the possible state space
- one will see that some customer accounts change class from one time pe-
riod to the next. Prom these changes one naturally derives a transition matrix
whose entries Fij give the probability of a customer residing in class j given that
he/she was in class i the previous week. We want to find a method for designing
'clean' classifications where the transition matrix is fairly sparse, in the sense
that although most elements will be non-zero, only a small number (perhaps the
diagonal elements and a few others) will be significant.

"In cases where the classification leads to a sparse transition matrix as de-
scribed above there is a possibility of using clustering techniques in phase space
even though the may be of little or no use in state space. For each indicator we
can plot its value at time t against its value at time t +1 for each account. If the
indicator is related to transitions between classes then there should be a heavy
distribution of points around the line representing indicator(t) = indicator(t+ 1)
and a light distribution far from this line. In this case some clustering may be
apparent and the boundaries between clusters will be related to critical values in
changing between classes. This could be a useful tool but has the disadvantage
of doubling the dimension of the problem.

"We may require that the estimates of transition probabilities are accurate -
the distributions of 'residence times' should be exponentially decreasing.

"Once such a 'clean' classification has been designed and the correspond-
ing transition. probabilities calculated.it will be possible to draw a directed graph
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showing the main flows of customers from class to class in the system. Using
the directed graph one should be able to calculate the expected profit from (and
hence the value of) a customer whose account lies in a particular class over the
lifetime of his/her contract. This has applications, for example, in the valuation
of Internet companies, many of which presently make a loss, yet have large stock
market quotations based on the size of their customer data bases.

"The number of accounts in a data set may affect the choice of algorithm
(special methods may either become available, or become necessary, if the daiasei
is very large).

"A further issue is the resolution in time at which account data is gathered.
For example, in the case of a telephone company, an individual customer might
make a very different number of calls from week to week, even though his/her
long term behaviour is effectively constant. In this situation we don't want a
method which spuriously indicates the customer changing classes from week to
week. The solution might be to average performance indicators over two or more
weeks so as to try and eliminate siochastic noise for an individual customer.
The disadvantage to this approach is that the reaction time, e.g. to signs that a
customer is about to terminate his/her contract, is increased.

"Numbercraft will supply some data for testing and evaluation purposes, the
project requires:

• the generation and manipulation of alternative partitions of state space,

• definition of suitable performance measures for the transition matrices
(trading the desired sparseness, accuracy of transition probabilities etc.
with complexity),

• application/testing under both simple and noisy circumstances.
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