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Section 1: Introduction
Fuel cells offer the potential for delivering quiet, efficient power from stored hydrogen.

While reverse electrolysis seems simple in principle, the reality is that fuel cells are com-
plex, interrelated systems, involving coupled physical, chemical and electrical processes
occurring in thin layers. To date, there has been little success decoupling the multitude of
processes from one another, though progress in this area would open the door to analytic
and computational treatment of the problem. A more complete description of some of the
interdependent fields in shown in Figure 1.1.

Figure 1.1. A schematic diagram of a more complete fuel cell model. The unknown fields
include fluxes of hydrogen, oxygen, protons, electrons, water (both liquid and vapor),
and heat. Even this model is simplified from the more complex reality which includes
labyrinthine flow channels that deliver the gases to the GDL.

Since chemical reactions occur in very thin layers of distinct materials, experimental
techniques for measuring certain physical parameters do not yet exist. Even if a large
number of material parameters were known, it is not yet clear which parameters or com-
binations of parameters are significant from a design perspective. Thus, engineers and
designers have encouraged the mathematical community to develop a deeper understand-
ing the underlying processes in fuel cells and provide some physical insight and guidance
on their operation. Similarly, in the mathematics community, we find that fuel cells pro-
vide a rich source of problems for mathematicians with interests in modeling, analysis, and
computation.
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The 2004 MPI workshop problem from Gore is an attempt to gain physical intuition
about some of the fundamental processes in a fuel cell. All three fuel cell problems focus
on the diffusion layer in a simplified periodic geometry on the cathode side of the cell. The
proposed problems were intended to be increasingly difficult though the second was found
to be more regular than the first, thus offering some advantages. The original problem
statement is included in Appendix B, but a summary diagram is shown in Figure 1.2.
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Figure 1.2. This simplified periodic geometry was the focus of our attention during the MPI
workshop. The grey lines at the top of the diagram indicate the position of the channel
through which the gases flow. We consider only the movement of gas, liquid water, vapor
and heat through the rightmost GDM in Figure 1. Note also that the orientation of this
diagram has been rotated 90◦ from Figure 1. (In particular, the cathode to the left of the
GDM is now beneath it.)

On the bottom catalyst side, heat and water (in liquid and vapor phases) are added to
the system, and gas is absorbed. On the upper channel side, heat and water are removed
but gas is added. The problem is complicated by the fact that half the upper boundary
is the solid cathode material and half is the open channel. Thus the fluid flow boundary
conditions are mixed Neumann (no flux into the cathode) and Dirichlet (no liquid water
in the channel).

To inspire our activities, we drew heavily from two sources, electrochemistry and
hydrogeology. In the former body of literature, there has been some effort in the last
decade to develop electrochemical models of fuel cells [1–3] or portions thereof [4–8]. In
these areas, there has been significant activity in identifying the relevant physical processes
as well as simulating and analyzing these models in portions of fuel cell.

In the hydrogeological literature, detailed models exist for multiphase flow in unsat-
urated media with temperature dependence [9–12]. However, the moisture movement in
these models depends strongly upon the moisture potential which includes material prop-
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erties of the porous material. These properties, including the water content dependent
permeability, are not known for the GDL, and may be exceedingly difficult to measure.
While there are clear parallels for multiphase flow in the GDL and unsaturated soils, there
are some important distinctions as well. The GDL is hydrophobic and soil is hydrophilic.
This could have a significant effect on the movement of gases through slightly wetted ma-
terial. Next, the pore size distributions are likely to be different. Finally, the GDL is a
thin, paper-like weave of carbon fibers. Depending upon the manufacturing process, the
weave may be disordered or woven into an orderly array. In either case, any GDL is likely
to be an anisotropic medium.

This report is our week-long attempt to develop some mathematical insight into these
problems. In section 2 we derive the governing equations for the most general case. In
section 3 we specialize those equations to the case where no liquid water is present. Sections
4–6 address several cases of transport and flux conditions for this case. In sections 7 and
8 the issue of two-component gas diffusion is addressed. Section 9 addresses the transport
of liquid water, while section 10 addresses the cases where all phases are present together.



Section 2: General Equations
We wish to model the transport of various species through the gas diffusion layer

(GDL) diagrammed in Figure 1.2. The layer is made up of blocks, periodic in the long
(x̃-)direction, that are 4d units long and h units high (the ỹ-direction). The aspect ratio
is small, so we define ǫ = h/d ≪ 1 as our perturbation parameter. The lower surface
ỹ = 0 abuts the cathode catalyst layer (CCL). The upper surface (ỹ = h) is open to two
channels, one on the left (−2d ≤ x̃ ≤ −d) and one on the right (d ≤ x̃ ≤ 2d). The region in
the center (|x̃| < d) abuts a graphite cathode. All quantities are assumed to be in steady
state. Each of the channels may be at a different pressure.

We wish to track the pressure P̃ , temperature T̃ , the oxygen concentration ũ, the
water vapor concentration ṽ and liquid water volume fraction θ. It is important to note
that in our work we assume that the vapor is in thermodynamic equilibrium owing to
the fact that the GDL is very thin. In contrast, geophysical models do not make this
assumption and capture the liquid and vapor water content in one variable. Since we are
considering the volume fraction of the entire GDL, the correct range is 0 ≤ θ ≤ φ, where
φ is the porosity of the GDL. As the liquid water volume fraction increases, the water will
begin to occlude the pores. Thus the diffusion coefficients, permeabilities, etc., will all be
functions of θ.

The reader is directed to articles by Philip and Philip & DeVries [9,10] for a compre-
hensive treatment of liquid water and vapor transport in vadose (unsaturated) soils. The
general form is given by Richard’s equation,

Ṽθ = −κθ(θ)∇Ψ, (2.1)

where Ṽθ is the moisture velocity, κθ is the hydraulic conductivity of the GDL to liquid
water, and Ψ is the moisture potential. In reality, the total potential would also have a
gravitational component. We discard it from consideration because in the normal fuel cell
operating regime, very little liquid water is present. Thus θ is small and Ψ gradients are
large, so gravity is negligible over the thin GDL. The moisture potential must include all
the distinctive material properties of the GDL such as wetting potential, tortuosity, etc.

The important feature we hope to exploit is that Ψ is a single-valued function of θ only,
Ψ ≡ Ψ(θ). The moisture potential for the GDL plays a central role in the performance
of the fuel cell. While we understand that the GDL has not been characterized, our
efforts here to model Ψ with a small number of parameters may help guide design and
characterization efforts.

To simplify our system, we assume that θ represents the liquid water volumetric
fraction, and that the vapor content is always in thermodynamic equilibrium and fully
saturated. We justify this assumption with the fact that the membrane is thin and that
the channels supplying oxygen and other gases are known to be fully saturated.

Knowing that water is virtually incompressible, one may write

∇ · [Dθ(θ)∇θ] + Σ = 0, (2.2a)
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where Σ represents any sources and sinks of water due to evaporation and condensation,
and Dθ, the diffusion coefficient of water, is given by

Dθ(θ) = κθ(θ)
dΨ

dθ
. (2.2b)

Again, the specific form of D must come from a material characterization of the GDL, but
we considered two alternatives. The first attempt to capture the right general behavior
over all θ is strongly motivated by measurements of clays [9, 11]:

Dθ(θ) = A exp {−B [cot (πW )]
p} , (2.3a)

where A, B, and p are material parameters, and W = θ/φ is the pore volume concentration
of water. The important feature is that Dθ(0) = 0, and Dθ(θ) → ∞ as W → 1. Since we
are trying to focus on the regime where θ is bounded away from φ, the following model
takes into account the other behavior more simply:

Dθ(θ) = A
(

1 − e−Bθ
)p

. (2.3b)

For the gases, we include both Fickian diffusion and convection for the transport.
Thus we have

∇ · (Du(θ)∇ũ − ũṼg) = 0, (2.4)

where Ṽg is the velocity of the gas phase and Du is the diffusion coefficient of oxygen.
In (2.4) (and throughout this section), we assume that the diffusion properties of the
gas diffusion layer are spatially uniform. In reality, the gas diffusion layer is made up of
fibers parallel to the x̃-axis. This enhances diffusion in the x̃-direction, thus negating the
favorable properties of the small aspect ratio.

Evaporation is temperature-dependent process with an Arrhenius law, so we have

evaporation term ∝ exp

(

−EA

RT̃

)

θ, (2.5a)

where EA is the activation energy and R is the gas constant. However, it will be shown
that the variations in temperature are quite small, so it may be appropriate to treat the
exponential as a constant. Hence one may use

evaporation term ∝ θ. (2.5b)

Note that if there is no liquid water (θ = 0), there will be no evaporation.
Similarly, there will be condensation, but this is not a temperature-dependent process.

Thus we have
condensation term ∝ ṽ. (2.6)

Note that if there is no water vapor (ṽ = 0), there will be no condensation. Then using
these forms to track the volume fraction of water, so we have

∇ · (Dθ(θ)∇θ)− βθ exp

(

−EA

RT̃

)

θ + βv ṽ = 0, (2.7)
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where the βs are conversion factors. Note that the evaporation term removes water (minus
sign), while the condensation term produces it (plus sign).

Earlier, we proposed assuming the gas was fully saturated with water so that ṽ could
be specified. However, we can model the vapor transport as well. Tracking the evolution
of the vapor phase of water, we must also include convection. Thus, we have

∇ · (Dv(θ)∇ṽ − ṽṼg) + vl

[

βθ exp

(

−EA

RT̃

)

θ − βv ṽ

]

= 0, (2.8)

where Dv is the diffusion coefficient of the water vapor and vl is a normalization factor
defined below. Note that the evaporation term produces vapor (plus sign), while the
condensation term removes it (minus sign).

For the temperature, we use convection and Fourier’s Law for heat conduction, sup-
plemented by a heat gain (for condensation) and loss (evaporation). Since the gas and
liquid water velocities are small, we assume that thermal transport from water and gas
movement is so small as to be neglected. Thus we have

∇ · (k̃(θ)∇T̃ ) − ρθL

[

βθ exp

(

−EA

RT̃

)

θ − βv ṽ

]

= 0, (2.9)

where k̃ is the thermal conductivity, ρθ is the density of liquid water, and L is the latent
heat. Note that the evaporation term uses up heat (minus sign), while the condensation
term produces it (plus sign).

To model k̃(θ) in the presence of liquid water, we choose a linear interpolation:

k̃(θ) = k̃C + k̃θθ, (2.10)

where k̃C is the thermal conductivity of the dry (graphite) GDL and k̃θ is the thermal
conductivity of water.

If the gas phase actually convects, the velocity is governed by Darcy’s Law:

Ṽg = −κg(θ)

µ
∇P̃ , (2.11)

where κg is the permeability of the GDL to gases and µ is the viscosity of the gas. The
permeability κg depends upon θ because liquid water will remove available pore space for
the gas. To solve for the pressure, we use the continuity equation:

∇ · Ṽg = − 1

µ
∇ · (κg(θ)∇P̃ ) = 0. (2.12)

Another possibility is to let the mass fraction of water be represented by a single
variable. Then this variable would be small in regions where there is mostly water vapor,
and high where there is mostly liquid water. Philip & De Vries explore this thoroughly in
[10]. The resulting system would yield a moisture transport equation driven by thermal
and hydraulic gradients rather than just the latter, and equation (2.8) can be discarded
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entirely. However, as Philip & De Vries note in their 1957 paper, the thermal gradient
diffusivity term in the hydraulic transport equation is several orders of magnitude less than
the liquid gradient diffusivity [10].

Clearly, the transport and evolution of each of the variables (vapor, liquid water, heat
and gas) requires careful attention. Yet consideration of all at once will yield a complex
system that provides little physical insight. Given that the GDL is just a small part of a
larger more complex system, the crucial issue is to determine what interdependencies exist.
The workshop team opted to divide into a small number of squads, each making strong
assumptions to see what could be learned if the behavior of the GDL were dominated by
one of these regimes. For instance, one team focused on gas and heat transport assuming
the GDL was completely dry. Another focused on the interdiffusion of two distinct gas
phases within a dry GDL. The third squad examined hydrothermal transport as a function
of the material properties of the GDL, assuming that gas transport in the matrix would
have little or no impact on the formation of liquid water.

Moving on to geometric considerations and boundary conditions, the boundary ỹ = h,
|x̃| ≤ d is the solid graphite cathode. For reasons that will become clear later, we denote
quantities in the middle of the GDL (|x̃| ≤ d) by sub- or superscripts “m”. (If a dependent
variable appears without superscripts, one should assume the equation holds throughout
the GDL.) By assuming high thermal conductivity of the interface, we may replace the
standard radiation condition by an imposed temperature:

T̃m(x̃, h) = Tm, |x̃| < d. (2.13)

The wall is impermeable, so we have

∂ũm

∂ỹ
(x̃, h) =

∂ṽm

∂ỹ
(x̃, h) =

∂P̃m

∂ỹ
(x̃, h) =

∂θ̃m

∂ỹ
(x̃, h) = 0, |x̃| < d. (2.14)

The boundaries ỹ = h, −2d ≤ x̃ ≤ −d and d ≤ x̃ ≤ 2d represent the exposed left
and right channels, respectively, so we use sub- and superscripts “l” and “r”. By assuming
high permeability of the interface, we may replace the standard radiation conditions by
imposed function values. Lastly, we assume that there is no liquid water at the exposed
interface. We begin by listing the equations on the left:

ũl(x̃, h) = ul, −2d ≤ x̃ ≤ −d, (2.15a)

T̃ l(x̃, h) = Tl, −2d ≤ x̃ ≤ −d, (2.15b)

ṽl(x̃, h) = vl, −2d ≤ x̃ ≤ −d, (2.15c)

P̃ l(x̃, h) = Pl, −2d ≤ x̃ ≤ −d, (2.15d)

θl(x̃, h) = 0, −2d ≤ x̃ ≤ −d. (2.15e)

Here Tl > Tm. There may also be some adjustments necessary to compensate for the
porosity of the GDL.

The temperature in the channel on the right is the same as the channel on the left, so
we have

T̃ r(x̃, h) = Tl, d ≤ x̃ ≤ 2d. (2.16a)
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The pressure in the right channel is given by

P̃ r(x̃, h) = Pr, d ≤ x̃ ≤ 2d, (2.16b)

where Pr ≤ Pl. The gas concentrations in the channels are proportional to the total
pressure via the ideal gas law P̃ = ũRT̃ (for example). Thus we have

ũr(x̃, h) =
Pr

Pl
ul, d ≤ x̃ ≤ 2d

= ul(1 − γǫ2), γǫ2 =
Pl − Pr

Pl
(2.16c)

ṽr(x̃, h) = vl(1 − γǫ2), d ≤ x̃ ≤ 2d, (2.16d)

where the choice of the size of r is motivated by Appendix A. Again, we assume that no
liquid water exists in the channel:

θr(x̃, h) = 0, d ≤ x̃ ≤ 2d. (2.16e)

Since our GDL block is periodic, we must have no-flux conditions at x̃ = ±2d:

∂ũl

∂x̃
(−2d, ỹ) =

∂T̃ l

∂x̃
(−2d, ỹ) =

∂ṽl

∂x̃
(−2d, ỹ) =

∂P̃ l

∂x̃
(−2d, ỹ) =

∂θl

∂x̃
(−2d, ỹ) = 0,

(2.17)

∂ũr

∂x̃
(2d, ỹ) =

∂T̃ r

∂x̃
(2d, ỹ) =

∂ṽr

∂x̃
(2d, ỹ) =

∂P̃ r

∂x̃
(2d, ỹ) =

∂θr

∂x̃
(2d, ỹ) = 0.

(2.18)

At the bottom of the GDL, the pressure gradient is zero:

∂P̃

∂ỹ
(x̃, 0) = 0. (2.19a)

In addition, we assume that no liquid water forms at the bottom:

θ(x̃, 0) = 0. (2.19b)

Flux conditions on T̃ , ũ, and ṽ vary with the specific model and will be presented later.



Section 3: No Liquid: Governing Equations
As a first approximation, we neglect the liquid water in the gas diffusion layer, as well

as the possibilty of condensation. The idea is to examine T̃ and ṽ to check the concentration
at each point. In [3] the authors define the saturation concentration of water vapor via

the pressure as follows:

log10(P̃sat) = −2.18+0.029(T̃ −273.2)−9.18×10−5(T̃ −273.2)2 +1.44×10−7(T̃ −273.2)3.

Here pressure is assumed to be measured in atmospheres, and T̃ in K. Using the ideal gas
law P̃ = ṽRT̃ , we have

ṽsatRT̃ = 10(−2.18+0.029(T̃−273.2)−9.18×10−5(T̃−273.2)2+1.44×10−7(T̃−273.2)3)

ṽsat(T̃ ) =
1

RT̃
exp

(

−45.8 + (2.565 × 10−1)T̃ − 4.831 × 10−4T̃ 2 + 3.316 × 10−7T̃ 3
)

.

(3.1)

If ṽ > ṽsat in some area, then condensation occurs and the model fails. But perhaps we
can obtain bounds on the temperature regimes necessary to produce condensation.

With no water, all of our nonlinear parameters in section 2 become constant. Also, our
evaporation and condensation terms become meaningless. Thus (2.12) and (2.4) become

κg

µ

(

∂2P̃

∂x̃2
+

∂2P̃

∂ỹ2

)

= 0

∇2P̃ =
∂2P̃

∂x̃2
+

∂2P̃

∂ỹ2
= 0, (3.2)

Du

(

∂2ũ

∂x̃2
+

∂2ũ

∂ỹ2

)

−∇ · (ũṼg) = 0

Du

(

∂2ũ

∂x̃2
+

∂2ũ

∂ỹ2

)

+
κg

µ
∇ · (ũ∇P̃ ) = 0

∂2ũ

∂x̃2
+

∂2ũ

∂ỹ2
+

κg

µDu

(∇ũ · ∇P̃ + u∇2P̃ ) = 0,

where we have used (2.11). Then using (3.2) to simplify the above equation, we have

∂2ũ

∂x̃2
+

∂2ũ

∂ỹ2
+

κg

µDu

[

(

∂ũ

∂x̃

)

(

∂P̃

∂x̃

)

+

(

∂ũ

∂ỹ

)

(

∂P̃

∂ỹ

)]

= 0. (3.3)

Because of the similarities between (2.4) and (2.8) we see that (2.8) becomes

∂2ṽ

∂x̃2
+

∂2ṽ

∂ỹ2
+

κg

µDv

[

(

∂ṽ

∂x̃

)

(

∂P̃

∂x̃

)

+

(

∂ṽ

∂ỹ

)

(

∂P̃

∂ỹ

)]

= 0. (3.4)
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With the convection neglected in (2.9), our expression becomes much simpler:

∂2T̃

∂x̃2
+

∂2T̃

∂ỹ2
= 0. (3.5)

The governing equations and boundary conditions motivate the following scalings:

x =
x̃

d
, y =

ỹ

h
, T (x, y) =

T̃ (x̃, ỹ) − Tm

Tl − Tm
, u =

ũ

ul
, v =

ṽ

vl
, (3.6a)

P (x, y) =
2P̃ (x̃, ỹ) − (Pl + Pr)

Pl − Pr
. (3.6b)

Substituting (3.6) into (3.2) and (3.3), we obtain

Pl − Pr

2d2

∂2P

∂x2
+

Pl − Pr

2h2

∂2P

∂y2
= 0

ǫ2
∂2P

∂x2
+

∂2P

∂y2
= 0. (3.7)

ul

(

1

d2

∂2u

∂x2
+

1

h2

∂2u

∂y2

)

+
κgul(Pl − Pr)

2µDu

[

1

d2

(

∂u

∂x

)(

∂P

∂x

)

+
1

h2

(

∂u

∂y

)(

∂P

∂y

)]

= 0

ǫ2
∂2u

∂x2
+

∂2u

∂y2
+ Peu

[

ǫ2
(

∂u

∂x

)(

∂P

∂x

)

+

(

∂u

∂y

)(

∂P

∂y

)]

= 0,

(3.8a)

Peu =
κg(Pl − Pr)

2µDu

, (3.8b)

where Peu is the Péclet number for the oxygen. Since (3.4) is simply (3.3) with v replacing
u, we have

ǫ2
∂2v

∂x2
+

∂2v

∂y2
+Pev

[

ǫ2
(

∂v

∂x

)(

∂P

∂x

)

+

(

∂v

∂y

)(

∂P

∂y

)]

= 0, Pev =
κg(Pl − Pr)

2µDv

. (3.9)

Substituting (3.6) into (3.5), we have

ǫ2
∂2T

∂x2
+

∂2T

∂y2
= 0. (3.10)

Next we substitute our scalings into our boundary conditions (2.13)–(2.19) and rear-
range by dependent variable. Since the pressure conditions do not become important until
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section 6, we examine only the remaining dependent variables. For the temperature, we
have

(Tl − Tm)Tm(x, 1) + Tm = Tm, |x| < 1,

Tm(x, 1) = 0, (3.11a)

(Tl − Tm)T l(x, 1) + Tm = Tl, −2 ≤ x ≤ −1

T l(x, 1) = 1, (3.11b)

(Tl − Tm)T r(x, 1) + Tm = Tl 1 ≤ x ≤ 2

T r(x, 1) = 1, (3.11c)

∂T l

∂x
(−2, y) = 0, (3.12a)

∂T r

∂x
(2, y) = 0. (3.12b)

For the oxygen, we have

∂um

∂y
(x, 1) = 0, |x| < 1, (3.13a)

ulu
l(x, 1) = ul, −2 ≤ x ≤ −1

ul(x, 1) = 1, (3.13b)

ulu
r(x, 1) = ul(1 − γǫ2), 1 ≤ x ≤ 2

ur(x, 1) = 1 − γǫ2, (3.13c)

∂ul

∂x
(−2, y) = 0, (3.14a)

∂ur

∂x
(2, y) = 0. (3.14b)

For the water vapor, we have

∂vm

∂y
(x, 1) = 0, |x| < 1, (3.15a)

vlv
l(x, 1) = vl, −2 ≤ x ≤ −1

vl(x, 1) = 1, (3.15b)

vlv
r(x, 1) = vl(1 − γǫ2), 1 ≤ x ≤ 2

vr(x, 1) = 1 − γǫ2, (3.15c)

∂vl

∂x
(−2, y) = 0, (3.16a)

∂vr

∂x
(2, y) = 0. (3.16b)

Lastly, we substitute our scalings into our saturation equation (3.1) to obtain

vlvsat =
1

R[(Tl − Tm)T + Tm]
exp

(

−45.8 + (2.565 × 10−1)[(Tl − Tm)T + Tm]
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−4.831 × 10−4[(Tl − Tm)T + Tm]2 + (3.316 × 10−7)[(Tl − Tm)T + Tm]3
)

.

vsat(T ) =
1

Rvl[(Tl − Tm)T + Tm]
exp

(

−45.8 + (2.565 × 10−1)[(Tl − Tm)T + Tm]

−4.831 × 10−4[(Tl − Tm)T + Tm]2 + (3.316 × 10−7)[(Tl − Tm)T + Tm]3
)

. (3.17)

Again, all units should be stripped from dimensional quantities when using this formula.
Substituting our parameters from Appendix A into the above, we have

vsat =
1

(82.05)(1.72× 10−5)(2T + 353)
exp

(

−45.8 + (2.565 × 10−1)(2T + 353)

−4.831 × 10−4(2T + 353)2 + (3.316 × 10−7)(2T + 353)3
)

.

vsat(T ) =
710

2T + 353
exp

(

−0.869 + (7.87 × 10−2)T − (5.28 × 10−4)T 2 + (2.65 × 10−6)T 3
)

.

(3.18)



Section 4: No Liquid, No
Convection, Constant Flux

As a first attempt, we assume that the pressure is constant. Thus the transport is
Fickian only, and (3.8a), (3.9), and (3.10) become

ǫ2
∂2u

∂x2
+

∂2u

∂y2
= 0, (4.1)

ǫ2
∂2v

∂x2
+

∂2v

∂y2
= 0, (4.2)

ǫ2
∂2T

∂x2
+

∂2T

∂y2
= 0. (4.3)

y

1no flux

positive heat flux, positive vapor flux, negative oxygen flux

concentrations
specified, T=1

1

no mass flux, T=0

x

no flux

“l” region “m” region

Figure 4.1. Schematic of geometry for convection-free problem.

Upon examination of our boundary conditions (3.11)–(3.16) we see that with a con-
stant pressure, the regions of positive and negative x are symmetric about x = 0. For
historical reasons, we restrict our attention to the region −2 ≤ x ≤ 0. Thus we can replace
the boundary conditions on the “r” variables with the following:

∂Tm

∂x
(0, y) = 0, (4.4a)

∂um

∂x
(0, y) = 0, (4.4b)

∂vm

∂x
(0, y) = 0. (4.4c)
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There are several types of conditions one can impose at the interface with the CCL
(ỹ = 0). For now we impose fluxes for each of our quantities of interest. As an initial
model, we assume constant flux. Oxygen flows out of the gas diffusion layer, so

oxygen flux = Du

∂ũ

∂n
= −Du

∂ũ

∂ỹ
(x̃, 0) = −q̃u

Du

∂ũ

∂ỹ
(x̃, 0) = q̃u. (4.5a)

Here we have chosen the sign such that q̃u ≥ 0. Since the sign of the gradient is the
opposite of the sign of the flux, the water vapor and temperature fluxes are given by

Dv

∂ṽ

∂ỹ
(x̃, 0) = −q̃v, (4.5b)

k̃C
∂T̃

∂ỹ
(x̃, 0) = −q̃T , (4.5c)

where we retain the convention of keep the q̃s positive.
Substituting (3.6) into (4.5), we have the following:

Du

ul

h

∂u

∂y
(x, 0) = q̃u

∂u

∂y
(x, 0) = quǫ2, quǫ2 =

q̃uh

Duul
, (4.6a)

Dv

vl

h

∂v

∂y
(x, 0) = −q̃v

∂v

∂y
(x, 0) = −qvǫ2, qvǫ2 =

q̃vh

Dvvl
, (4.6b)

k̃C
Tl − Tm

h

∂T

∂y
(x, 0) = −q̃T

∂T

∂y
(x, 0) = −qT , qT =

q̃T h

k̃C(Tl − Tm)
. (4.6c)

Here the qs are the Nusselt numbers. In (4.6a) and (4.6b) we have added the factor ǫ2,
which is consistent with the size given in Appendix A, for later computational convenience.

Since ǫ = 0.2, as a first approximation we use it as a perturbation parameter. Thus
we expand our dependent variables in the following series:

T (x, y; ǫ) = T0(x, y) + o(ǫ), (4.7a)

u(x, y; ǫ) = u0(x, y) + o(ǫ), (4.7b)

v(x, y; ǫ) = v0(x, y) + o(ǫ). (4.7c)

We begin by examining the temperature field. Substituting (4.7a) into (4.3), we
obtain, to leading order,

∂2T0

∂y2
= 0. (4.8)
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To leading order, all the other boundary conditions for T hold with T replaced by T0.
Integrating (4.8) subject to (3.12a), (4.4a) and (4.6c), we have

∂T0

∂y
= −qT

T0 = −qT y + f(x), f ′(−2) = f ′(0) = 0.

Since the boundary conditions in (3.11a) and (3.11b) are different depending on the
region, we break our solution into two parts, obtaining

T l
0(x, y) = qT (1 − y) + 1, −2 ≤ x ≤ −1, (4.9a)

Tm
0 (x, y) = qT (1 − y), − 1 ≤ x ≤ 0. (4.9b)

Laplace’s equation cannot support the discontinuity at x = 0, so we introduce the
interior layer variables

z =
x + 1

ǫ
, T (x, y) = qT (1 − y) + T i(z, y), (4.10)

where the superscript “i” refers to “interior”. Substituting (4.10) into (4.3), (4.6c), (3.11a),
and (3.11b), we obtain, to leading order,

∂2T i

∂z2
+

∂2T i

∂y2
= 0 (4.11)

−qT +
∂T i

∂y
(z, 0) = −qT

∂T i

∂y
(z, 0) = 0, (4.12)

T i(z, 1) = 1, z < 0 (4.13a)

T i(z, 1) = 0, z > 0. (4.13b)

The remaining conditions are given by matching to the outer solutions:

qT (1 − y) + T i(−∞, y) = T l
(

−1−, y
)

= qT (1 − y) + 1

T i(−∞, y) = 1, (4.14a)

qT (1 − y) + T i(∞, y) = Tm
(

−1+, y
)

= qT (1 − y)

T i(∞, y) = 0. (4.14b)

The system (4.11)–(4.14) is essentially a potential problem in an infinite strip. The full
solution can be written down using conformal mapping techniques.

Figure 4.2 shows a contour plot of the temperature using the full equation (4.3) and
the parameters in Appendix A. The solution was computed using Matlab. Here (and in
all such plots) the domain has been shifted slightly; −1 ≤ x ≤ 0 is the left region, and
0 ≤ x ≤ 1 is the middle region.
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Figure 4.2. Contour plot of temperature.

Note the nearly horizontal contours in the outer regions, showing that the temperature
is very nearly a function of y only. Also note that the difference between the temperature
on the left and right (for the same value of y) is very nearly 1. Because our value for ǫ is
0.2, the interior layer behavior is smeared out a bit.

If we let f1 = z + iy, then the chain of transformations

f2 = exp(πf1), f3 =
f2 − 1

f2 + 1
, f4 =

1

2
+

1

π
sin−1(f3)

maps the infinite strip of (4.11)–(4.13) to the interior of a half-strip in the f4-plane, such
that {y = 0} maps to the real interval (0, 1), {y = 1, z > 0} maps to the positive real axis,
and {y = 1, z < 0} maps to {ℜf4 = 1,ℑf4 > 0}. Therefore, by the conformal invariance of
Laplace’s equation and the boundary conditions, T i = ℜf4 is the solution of (4.11)–(4.13).
This function is plotted in Figure 4.3 using Matlab.

We continue on with a discussion of the gas profiles, beginning with u. (The discussion
for v is directly analogous.) If we proceed as above, substituting (4.7b) into (4.1) yields,
to leading order,

∂2u0

∂y2
= 0. (4.15)

Again, all the other conditions remain the same with u replaced by u0. We must make a
special explanation for (4.6a), which for the left region we leave in the form

∂ul

∂y
(x, 0) = quǫ2. (4.16)
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Figure 4.3. 3-D plot of T i in interior layer.

We note that technically we should have pushed the right-hand side of (4.16) to a lower
order. However, we can solve the leading-order problem as stated without resorting to a
perturbation series for (4.16), and so we leave it as is.

Proceeding as above, integrating (4.15) once we have

∂u0

∂y
= f(x). (4.17)

We may solve (4.17) subject to (3.13b), (3.14a), and (4.16) to obtain

ul(x, y) = 1 − quǫ2(1 − y), −2 ≤ x ≤ −1. (4.18)

However, in the middle we see that (3.13a) along with the full boundary condition
(4.16) makes the problem ill-posed. Therefore, in that region we do split up equation (4.16)
and assume the following expansion:

um(x, y; ǫ) = um
0 (x, y) + ǫ2um

2 (x, y) + o(1), −1 ≤ x ≤ 0. (4.19)

Substituting (4.19) into (4.1) and (4.6a), we obtain, to leading orders,

ǫ2
∂2(um

0 + um
2 )

∂x2
+

∂2(um
0 + um

2 )

∂y2
= 0

∂2um
0

∂y2
= 0, (4.20a)

∂2um
2

∂y2
= −∂2um

0

∂x2
, (4.20b)

∂um
0

∂y
(x, 0) = 0, (4.21a)

∂um
2

∂y
(x, 0) = qu. (4.21b)
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The no-flux conditions (3.13a) and (4.4b) hold at both orders.

In order to match the O(1) solution of (4.18) on the left, we must have that

um
0 (−1, y) = 1. (4.22)

Solving (4.20a) subject to (4.21a) and (3.13a), we obtain

∂um
0

∂y
= 0

um
0 = f0(x), (4.23)

where f0(x) is undetermined for now. However, using (4.22) and (4.4b), we can obtain
boundary conditions for it:

f0(−1) = 1, f ′

0(0) = 0. (4.24)

Substituting (4.23) into (4.20b) and using (3.13a) and (4.21b), we obtain

∂2um
2

∂y2
= −f ′′

0 (x)

∂um
2

∂y
= −f ′′

0 (x)(y − 1) (4.25a)

∂um
2

∂y
(x, 0) = f ′′

0 (x) = qu. (4.25b)

Solving (4.25b) subject to (4.24) and continuing to simplify, we obtain

f ′

0 = qux

um
0 (x, y) = f0 = 1 − qu

(

1 − x2

2

)

. (4.26a)

Substituting (4.25b) into (4.25a) and integrating, we have

um
2 (x, y) = qu

(

y − y2

2

)

+ f2(x), (4.26b)

where f2(x) would be determined from the next order in the perturbation expansion.
However, we wish to focus on the leading order.

Upon examination of (4.18) and (4.26a), we see that there must be a layer in the
derivative (flux) in order to match the two solutions together. Because we are matching
to the solution on the right, we now take ǫ → 0 in our solutions and equations for the left.
Therefore, we let

u(x, y) = 1 + ǫui(z, y). (4.27)
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Taking ǫ → 0 when we substitute (4.27) into (4.1), (4.6a), (3.13b), and (3.13a), we obtain,
to leading order,

∂2ui

∂z2
+

∂2ui

∂y2
= 0, (4.28)

∂ui

∂y
(z, 0) = 0, (4.29)

1 + ǫui(z, 1) = 1, z < 0

ui(z, 1) = 0 (4.30a)

∂ui

∂y
(z, 1) = 0, z > 0. (4.30b)

The remaining conditions are given by matching to the outer solutions:

1 + ǫui(−∞, y) = ul(−1−, y) = 1 + O(ǫ2)

ui(−∞, y) = 0, (4.31a)

∂ui

∂z
(∞, y) =

∂um
0

∂x
(−1−, y)

∂ui

∂z
(∞, y) = −qu. (4.31b)

The system (4.28)–(4.31) is essentially a potential problem in an infinite strip. The so-
lution is more complicated to do analytically. However, this is written down mostly for
completeness; the real behavior we wish to examine is in the outer regions.

Figure 4.4 shows a contour plot of u using the full equation (4.1) and the parameters in
Appendix A. The solution was computed using Matlab. Note the nearly vertical contours
on the right, showing that u is very nearly a function of x only. On the left, the solution
is very nearly 1, with correction terms at O(ǫ2). Since this is smaller than the size of u
in the internal layer, our contours are no longer horizontal. Because our value for ǫ is 0.2,
the internal layer behavior is smeared out a bit.

We note that from (4.26a) that um
0 (0, y) = 1 − qu/2, so if qu > 2, we would have a

negative concentration at this order. Actually, the numerical solution in Figure 4.3 reflects
a negative solution because of corrections at lower order. Essentially the problem arises
because we are trying to drive a constant flux out of the system, when in actuality there
may not be enough oxygen in the system to maintain the balance.

Because the equations for v are the same as those for u (with u replaced by v and qu

replaced by −qv), our solutions are directly analogous:

vl(x, y) = 1 + qvǫ2(1 − y), −2 ≤ x ≤ −1, (4.32)

vm(x, y; ǫ) = vm
0 (x, y) + vm

2 (x, y) + o(1), −1 ≤ x ≤ 0, (4.33)

vm
0 (x, y) = 1 + qv

(

1 − x2

2

)

, (4.34a)

vm
2 (x, y) = −qv

(

y − y2

2

)

+ g2(x), (4.34b)
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Figure 4.4. Contour plot of oxygen concentration.

v(x, y) = 1 + ǫvi(z, y), (4.35)

∂2vi

∂z2
+

∂2vi

∂y2
= 0, (4.36)

∂vi

∂y
(z, 0) = 0, (4.37)

vi(z, 1) = 0, z < 0, (4.38a)

∂vi

∂y
(z, 1) = 0, z > 0, (4.38b)

vi(−∞, y) = 0, (4.39a)

∂vi

∂z
(∞, y) = qv, (4.39b)

where g2(x) would be determined from the next order in the perturbation expansion.
Figure 4.5 shows a contour plot of v using the full equation (4.2) and the parameters

in Appendix A. The solution was computed using Matlab. Note that the graph is very
similar to the one for u, reflecting the underlying similarity of the operators.

Now that the expressions (4.9), (4.32), and (4.34) have been calculated, we can then
substitute them into (3.18) to determine the regions that are oversaturated. This was done
with our numerical solutions; in particular we define the following variable:

S(v, T ) =
v − vsat(T )

vsat(T )
. (4.40)
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Figure 4.5. Contour plot of water vapor concentration.

Thus we see that if S > 0, we expect liquid water to be present and our model to break
down.

Figure 4.6 shows a contour plot of S, calculated numerically in Matlab from the full
equations and the parameters in Appendix A. Note that the GDL is saturated everywhere.
The lowest saturation level is on the left, where the channel serves as a transport mechanism
for the water. The highest saturation level is in the upper right, where the water is walled
in.
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Figure 4.6. Contour plot of saturation.



Section 5: No Liquid, No
Convection, Radiation Condition

As a more realistic flux condition, we note that the flux of heat, oxygen, and liquid is
all driven by the reaction in the CCL. The flux is proportional to the reaction rate, which
is proportional to the concentration of oxygen. Thus we have

oxygen flux = −Du

∂ũ

∂ỹ
(x̃, 0) = −c̃uũ(x̃, 0)

Du

∂ũ

∂ỹ
(x̃, 0) = c̃uũ(x̃, 0), (5.1a)

where we have chosen the sign such that c̃u ≥ 0. In the reaction, two molecules of water
are produced for every molecule of oxygen used up, so

Dv

∂ṽ

∂ỹ
(x̃, 0) = −2c̃uũ(x̃, 0). (5.1b)

Lastly, the heat flux is given by

k̃C
∂T̃

∂ỹ
(x̃, 0) = −c̃T ũ(x̃, 0), (5.1c)

where we retain the convention of keep the c̃s positive.
Substituting our scalings in (3.6) into (5.1), we obtain

Du

ul

h

∂u

∂y
(x, 0) = c̃uulu(x, 0)

∂u

∂y
(x, 0) = cuu(x, 0), cu =

c̃uh

Du

, (5.2a)

Dv

vl

h

∂v

∂y
(x, 0) = −2c̃uulu(x, 0)

∂v

∂y
(x, 0) = −cvǫ2u(x, 0), cvǫ

2 =
2c̃uulh

Dvvl
, (5.2b)

k
Tl − Tm

h

∂T

∂y
(x, 0) = −ulc̃T u(x, 0)

∂T

∂y
(x, 0) = −cT u(x, 0), cT =

c̃T ulh

k̃C(Tl − Tm)
, (5.2c)

Here the cs are the Nusselt numbers. Again the ǫ2 in (5.2b) has been chosen for later
computational convenience, but has been motivated by Appendix A.
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With (5.2a) replacing (4.6a), (4.16) is replaced by

∂u0

∂y
(x, 0) = cuu0(x, 0). (5.3)

Solving (4.17) on the left subject to (3.13b) and (5.3), we have

ul = f(x)(y − 1) + 1

∂ul

∂y
(x, 0) = f(x) = cu[1 − f(x)]

f(x) =
cu

1 + cu

ul(x, y) =
cu(y − 1)

1 + cu

+ 1 =
1 + cuy

1 + cu

, −2 ≤ x ≤ −1. (5.4)

Note that the concentration always remains positive because the flux shuts off with zero
concentration.

In this case, we need no perturbation series on the right. Thus we may solve (4.17)
in the middle subject to (3.13a) and (5.3) to obtain

um = f(x)

∂um

∂y
(x, 0) = 0 = cuf(x)

f(x) = 0

um(x, y) = 0, −1 ≤ x ≤ 0. (5.5)

Note that here the oxygen concentration is zero because we are not trying to force any
oxygen through the GDL under the cathode, since it can’t diffuse through the wall.

For later computations, it is convenient to note that

∂ul

∂y
(x, 0) =

cu

1 + cu

, (5.6a)

∂um

∂y
(x, 0) = 0. (5.6b)

The discontinuity about x = 0 forces an O(1) internal layer, so now we let

u(x, y) = ui(z, y). (5.7)

Substituting (5.7) into (4.1), (5.2a), (3.13a), and (3.13b), we obtain, to leading order,

∂2ui

∂z2
+

∂2ui

∂y2
= 0, (5.8)

∂ui

∂y
(z, 0) = cuui(z, 0), (5.9)

ui(z, 1) = 1, z < 0 (5.10a)

∂ui

∂y
(z, 1) = 0, z > 0. (5.10b)
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The remaining conditions are given by matching to the outer solutions:

ui(−∞, y) = ul(−1−, y) =
1 + cuy

1 + cu

, (5.11a)

ui(∞, y) = um(−1+, y) = 0. (5.11b)

The system (5.8)–(5.11) is essentially a potential problem in an infinite strip. The so-
lution is more complicated to do analytically. However, this is written down mostly for
completeness; the real behavior we wish to examine is in the outer regions.

Figure 5.1. Contour plot of oxygen concentration.

Figure 5.1 shows a contour plot of u using the full equation (4.1) and the parameters
in Appendix A. Note the nearly horizontal contours on the left, showing that u is very
nearly a function of y only, with correction terms at O(ǫ2). Since this is smaller than the
size of u in the internal layer, our contours are no longer horizontal. Because our value for
ǫ is 0.2, the internal layer behavior is smeared out a bit. Note that negative concentrations
are no longer a problem.

Substituting (5.4) and (5.5) into (5.2c), we have the following conditions on T , which
replace (4.6c):

∂T l

∂y
(x, 0) = − cT

1 + cu

, −2 ≤ x ≤ −1, (5.12a)

∂Tm

∂y
(x, 0) = 0, −1 ≤ x ≤ 0. (5.12b)
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Again, we may solve the problem in strips. Since (5.12a) is of the same form as (4.6c), on
the left we have that

T l(x, y) =
cT (1 − y)

1 + cu

+ 1, −2 ≤ x ≤ −1. (5.13a)

In the middle, we note that with (3.11a) and (5.12b), the solution is exactly zero:

Tm(x, y) = 0, −1 ≤ x ≤ 0. (5.13b)

Equations (5.13) replace (4.9).
The discontinuity about x = 0 forces an O(1) internal layer, so now we let

T (x, y) = T i(z, y). (5.14)

Substituting (5.14) into (4.3), (5.2c), (3.11a), and (3.11b), we obtain, to leading order,

∂2T i

∂z2
+

∂2T i

∂y2
= 0, (5.15)

∂T i

∂y
(z, 0) = −cT ui(z, 0), (5.16)

T i(z, 1) = 1, z < 0 (5.17a)

T i(z, 1) = 0, z > 0. (5.17b)

The remaining conditions are given by matching to the outer solutions:

T i(−∞, y) = T l(−1−, y) =
cT (1 − y)

1 + cu

+ 1, (5.18a)

T i(∞, y) = Tm(−1+, y) = 0. (5.18b)

The system (5.15)–(5.18) is essentially a potential problem in an infinite strip. The so-
lution is more complicated to do analytically. However, this is written down mostly for
completeness; the real behavior we wish to examine is in the outer regions. Note that ui

is coupled to this problem through (5.16).
Figure 5.2 shows a contour plot of the temperature using the full equation (4.3) and the

parameters in Appendix A. Note the nearly horizontal contours in the left regions, showing
that the temperature is very nearly a function of y only. As expected, the temperature on
the right is O(ǫ), reflecting the presence of the interior layer.

Consideration of v is slightly more complicated. Substituting (5.4) and (5.5) into
(5.2b), we have the following conditions on v which replace (4.6b):

∂vl

∂y
(x, 0) = − cvǫ

2

1 + cu

, −2 ≤ x ≤ −1, (5.19a)

∂vm

∂y
(x, 0) = 0, −1 ≤ x ≤ 0. (5.19b)
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Figure 5.2. Contour plot of temperature.

But then the system for v is the same as the system for u with −cvǫ2 replacing cu in the
right-hand side of the boundary condition (5.6a). Thus on the left we have

vl(x, y) =
−cvǫ2(y − 1)

1 + cu

+ 1 = 1 +
cvǫ2(1 − y)

1 + cu

, −2 ≤ x ≤ −1, (5.20)

where we again treat the flux at leading order because it is possible for us to do so.
To obtain the leading order of vm, we look at the entire domain in the limit that ǫ → 0.

In that case, (5.19a) also becomes a no-flux condition. Thus we have Laplace’s equation in
a totally insulated box subject to (3.15b), the solution of which is v = 1 everywhere. This
agrees with the leading order of (5.20), and it provides the leading order in the middle:

vm
0 (x, y) = 1. (5.21)

Figure 5.3 shows a contour plot of v using the full equation (4.2) and the parameters
in Appendix A. Note the nearly horizontal contours on the left, showing that V is very
nearly a function of y only, with correction terms at O(ǫ2). Since this is smaller than the
size of v in the internal layer, our contours are no longer horizontal. Because our value
for ǫ is 0.2, the internal layer behavior is smeared out a bit. As expected, v in the entire
region is within O(ǫ) of 1.

Figure 5.4 shows a contour plot of S, calculated numerically in Matlab from the full
equations and the parameters in Appendix A. Note that the GDL is saturated everywhere.
The form of the graph is much the same as in section 4; only the maximum of S has been
reduced somewhat.
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Figure 5.3. Contour plot of water vapor concentration.

Figure 5.4. Contour plot of saturation.



Section 6: No Liquid, Convection Included
With a pressure differential included, we must now consider the entire domain −2 ≤

x ≤ 2. Substituting our scalings (3.6) into (2.14)–(2.19) and picking out the pressure
terms, we have

∂Pm

∂y
(x, 1) = 0, |x| < 1, (6.1a)

Pl − Pr

2
P l(x, 1) +

Pl + Pr

2
= Pl, −2 ≤ x ≤ −1

P l(x, 1) = 1, (6.1b)

Pl − Pr

2
P r(x, 1) +

Pl + Pr

2
= Pr, 1 ≤ x ≤ 2

P r(x, 1) = −1, (6.1c)

∂P l

∂x
(−2, y) = 0, (6.2a)

∂P r

∂x
(2, y) = 0, (6.2b)

∂P

∂y
(x, 0) = 0. (6.3)

We assume the following perturbation expansion in P :

P (x, y; ǫ) = P0(x, y) + ǫ2P2(x, y) + o(ǫ2). (6.4)

Substituting (6.4) into (3.7), (6.1b), and (6.1c), we have

ǫ2
∂2(P0 + P2)

∂x2
+

∂2(P0 + P2)

∂y2
= 0

∂2P0

∂y2
= 0, (6.5a)

∂2P2

∂y2
= −∂2P0

∂x2
, (6.5b)

P l
0(x, 1) = 1, (6.6a)

P r
0(x, 1) = −1. (6.6b)

The remaining no-flux conditions on the pressure [(6.1a), (6.2), and (6.3)] hold for both
orders, so we do not write them down here.

On the left, we may solve (6.5a) subject to (6.3) and (6.6a) to yield

∂P l
0

∂y
= 0

P l
0(x, y) = 1. (6.7a)
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Substituting (6.7a) into (6.5b) and integrating subject to (6.3), we have

∂2P l
2

∂y2
= 0

∂P l
2

∂y
= 0. (6.7b)

Similarly, on the right we may solve (6.5a) subject to (6.3) and (6.6b) to yield

P r
0(x, y) = −1, (6.8a)

∂P r
2

∂y
= 0. (6.8b)

Since we must match Pm
0 to the solutions on left and right, (6.7a) and (6.8a) provide the

following new boundary conditions on the middle problem:

Pm
0 (−1, y) = 1, Pm

0 (1, y) = −1. (6.9)

In the middle, we may solve (6.5a) subject to (6.1a) and (6.3) to yield

∂Pm
0

∂y
= 0 (6.10)

Pm
0 (x, y) = f0(x), (6.11a)

f0(−1) = 1, f0(1) = −1, (6.11b)

where the boundary conditions come from (6.9).
Substituting (6.11a) into (6.5b) and using (6.1a) and (6.3), we obtain

∂2Pm
2

∂y2
= −f ′′

0 (x)

∂Pm
2

∂y
= −f ′′

0 (x)(y − 1) (6.12a)

∂Pm
2

∂y
(x, 0) = f ′′

0 (x) = 0. (6.12b)

Solving (6.12b) subject to (6.11b) and continuing to simplify, we obtain

f0 = Ax + B

−A + B = 1

A + B = −1

f0 = −x

Pm
0 (x, y) = −x. (6.13a)
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Integrating (6.12a), we have
Pm

2 (x, y) = f2(x), (6.13b)

where f2(x) would be determined from the next order in the perturbation expansion.
Upon examination of (6.7a) and (6.13a), we see that there must be a layer in the

derivative in order to match the two solutions together. Therefore, we let

P (x, y) = 1 + ǫP i(z, y). (6.14)

When we substitute (6.14) into (3.7), (6.3), (6.1b), and (6.1a), we obtain, to leading order,

∂2P i

∂z2
+

∂2P i

∂y2
= 0, (6.15)

∂P i

∂y
(z, 0) = 0, (6.16)

1 + ǫP i(z, 1) = 1, z < 0

P i(z, 1) = 0 (6.17a)

∂P i

∂y
(z, 1) = 0, z > 0. (6.17b)

The remaining conditions are given by matching to the outer solutions:

1 + ǫP i(−∞, y) = P l(−1−, y) = 1

P i(−∞, y) = 0, (6.18a)

∂P i

∂z
(∞, y) =

∂Pm
0

∂x
(−1−, y)

∂P i

∂z
(∞, y) = −1. (6.18b)

The system (6.15)–(6.18) is essentially a potential problem in an infinite strip. The so-
lution is more complicated to do analytically. However, this is written down mostly for
completeness; the real behavior we wish to examine is in the outer regions. For this rea-
son, we do not write down all the equations for the similar internal layer that would be
necessary about x = 1, P = −1.

Now we couple the pressure results back into the u and v equations. As a practical
matter, the temperature equations would be unaffected, since we calculate those solutions
to leading order and don’t concern ourselves with the next-order correction.

For u and v, if we use the boundary conditions in section 5, we would also not see
a large effect, since in that case we only compute leading order solutions in the left and
middle. On the right there would be some effect because (3.13c) and (3.15c) require
tracking to O(ǫ2). If we were to use the conditions in section 4, then the consistency
equations such as (4.20b) and (4.25b) would change. But as shown in section 4, those
boundary conditions in section 4 can lead to negative conentrations in certain situations.
Therefore, further work should proceed with the boundary conditions in section 5.



Section 7: Two-Component Gas
Diffusion: Derivation

We now wish to consider the effects of more complicated diffusive processes on our
model. Here we follow some of the basic descriptions in [5]. First, we assume that the
permeability of the GDL to gases is now given by

κg(1 − W )3, (7.1)

where the value of κg used is the same one as in previous sections where the permeability
was assumed constant. For our purposes we will take W to be a constant.

Second, we replace standard Fickian diffusion in equation (2.4) for the oxygen with
the following:

∇ ·
(

DuG̃∇
(

ũ

G̃

)

− ũṼg

)

= 0, (7.2)

where G̃ is the molar density of all the gases together. In reality, the three main species are
oxygen, water vapor, and nitrogen. For the purposes of this section, however, the nitrogen
is irrelevant, so without loss of generality we may take

G̃ = ũ + ṽ. (7.3)

We may simplify (7.2) by inserting (2.11) and the ideal gas law to obtain

∇ ·
(

DuG̃∇
(

ũ

G̃

)

− ũ

(

−κg(θ)

µ
∇P̃

))

= 0

∇ ·
(

DuG̃∇
(

ũ

G̃

)

+
κg(θ)

µ
ũ∇(G̃RT )

)

= 0.

If we moreover assume that the system is isothermal, we may pull the temperature out of
the gradient to obtain

∇ ·
(

DuG̃∇
(

ũ

G̃

)

+
κg(θ)RT

µ
ũ∇G̃

)

= 0. (7.4a)

For the water vapor ṽ, we have a similar equation once we ignore evaporation and conden-
sation:

∇ ·
(

DvG̃∇
(

ṽ

G̃

)

+
κg(θ)RT

µ
ṽ∇G̃

)

= 0. (7.4b)

If we moreover assume that Du = Dv = D, then we may sum (7.4) to yield

∇ ·
(

DG̃∇
(

ũ + ṽ

G̃

)

+
κg(θ)RT

µ
(ũ + ṽ)∇G̃

)

= 0

1

2
∇ ·
(

G̃∇G̃
)

=
1

2
∇2(G̃2) = 0

∂2G̃2

∂x̃2
+

∂2G̃2

∂ỹ2
= 0. (7.5)
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Next we wish to write (7.4a) in more detail. We begin by defining the new variable

r =
ũ

G̃Φu

, (7.6)

where Φu is the volume fraction of oxygen. (Note that with this convention, θ should really
be denoted as Φθ. However, we use θ to agree with the literature.)

The motivation for the scaling is as follows. In the left channel, the value of G̃ is given
by the characteristic value Gl:

G̃(x̃, h) = Gl, −2d ≤ x̃ ≤ d, (7.7a)

and the concentration of oxygen is then given by

ũ(x̃, h) = ul = ΦuGl, −2d ≤ x̃ ≤ d, (7.7b)

Combining (7.7) to form a boundary condition for the dimensionless variable r, we have
that

rl(x, 1) = 1, −2 ≤ x ≤ −1. (7.8)

Substituting (7.6) into (7.4a), we obtain

∇ ·
(

DG̃∇(Φur) +
κg(θ)RT

µ
(G̃Φur)∇(G̃)

)

= 0

∇ ·
(

DG̃∇r +
κg(θ)RT

2µ
r∇(G̃2)

)

= 0

D

[

∂

∂x̃

(

G̃
∂r

∂x̃

)

+
∂

∂ỹ

(

G̃
∂r

∂ỹ

)]

+
κg(θ)RT

2µ

[

∂

∂x̃

(

r
∂G̃2

∂x̃

)

+
∂

∂ỹ

(

r
∂G̃2

∂ỹ

)]

= 0.

(7.9)

To scale (7.5) and (7.9), we let

s(x, y) =
G̃2(x̃, ỹ)

G2
l

. (7.10)

Substituting our scalings in (3.6a) and (7.10) into (7.5) and (7.9), we obtain

G2
l

d2

∂2s

∂x2
+

G2
l

h2

∂2s

∂y2
= 0

ǫ2
∂2s

∂x2
+

∂2s

∂y2
= 0, (7.11a)

D

[

Gl

d2

∂

∂x

(√
s
∂r

∂x

)

+
Gl

h2

∂

∂y

(√
s
∂r

∂y

)]

+
κg(θ)RT

2µ

[

G2
l

d2

∂

∂x

(

r
∂s

∂x

)

+
G2

l

h2

∂

∂y

(

r
∂s

∂y

)]

= 0



Beuscher et al. 7.3

Pe−1
G

[

ǫ2
∂

∂x

(√
s
∂r

∂x

)

+
∂

∂y

(√
s
∂r

∂y

)]

+
1

2

[

ǫ2
∂

∂x

(

r
∂s

∂x

)

+
∂

∂y

(

r
∂s

∂y

)]

= 0, (7.11b)

PeG =
κg(θ)RTGl

Dµ
. (7.12)

Here we use the subscript G to note that the Péclet number here is based on the total gas
concentration, not one species. This definition of PeG agrees with the definition of Rg in
[13].

For boundary conditions, we note that without an imposed pressure gradient, we are
in the geometry of Figure 4.1. Thus symmetry forces the following conditions, analogous
to (3.14a) and (4.4):

∂rl

∂x
(−2, y) = 0, (7.13a)

∂sl

∂x
(−2, y) = 0, (7.13b)

∂rm

∂x
(0, y) = 0, (7.14a)

∂sm

∂x
(0, y) = 0. (7.14b)

Similarly, the conditions at the wall are also similar to (3.13a):

∂rm

∂y
(x, 1) = 0, −1 < x < 0, (7.15a)

∂sm

∂y
(x, 1) = 0, −1 < x < 0. (7.15b)

At the exposed channel, from (7.7a) we have that

sl(x, 1) = 1, −2 ≤ x ≤ −1. (7.16)

To obtain the conditions at the reacting surface, we use the reasoning behind the
derivation of (5.1), namely that the flux should be proportional to the reaction rate, which
is proportional to the concentration of oxygen. However, the fluxes are now given by the
expression in (7.4), so the boundary conditions on u and v become

[

DG̃
∂

∂ỹ

(

ũ

G̃

)

+
κg(θ)RT

µ
ũ

∂G̃

∂ỹ

]

(x̃, 0) = c̃uũ(x̃, 0), (7.17a)

[

DG̃
∂

∂ỹ

(

ṽ

G̃

)

+
κg(θ)RT

µ
ṽ
∂G̃

∂ỹ

]

(x̃, 0) = −2c̃uũ(x̃, 0). (7.17b)

Note that since the membrane is permeable, the velocity there is nonzero. Summing (7.17),
we obtain the same type of cancellation for the diffusive flux as in (7.5):
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κg(θ)RT

µ

(

G̃
∂G̃

∂ỹ

)

(x̃, 0) = −c̃u(rΦuG̃)(x̃, 0)

Gl

h

∂
√

s

∂y
(x, 0) = − c̃uµ

κg(θ)RT
Φur(x, 0)

∂
√

s

∂y
(x, 0) = − c̃uh

D

Dµ

κg(θ)RTGl
Φur(x, 0) = − cu

PeG

Φur(x, 0), (7.18a)

where we have used (5.2a) and (7.12). Rewriting (7.17a) in terms of r, we have

[

D

h
G̃

∂(Φur)

∂y
+

κg(θ)RT

µh
(ΦuG̃r)

∂G̃

∂ỹ

]

(x̃, 0) = c̃u(ΦuG̃r)(x̃, 0),

[

∂r

∂y
+

κg(θ)RTGl

µD
r
∂
√

s

∂ỹ

]

(x, 0) =
c̃uh

D
r(x, 0),

[

∂r

∂y
+ PeGr

(

−cuΦu

PeG

r

)]

(x, 0) = cur(x, 0),

∂r

∂y
(x, 0) = cu(r + Φur2)(x, 0), (7.18b)

where we have used (7.18a).
In order to simplify the analysis that follows, we introduce the additional parameter

m =
cuΦu

PeG

(7.19)

into (7.18), yielding

∂
√

s

∂y
(x, 0) = −mr(x, 0), (7.20a)

1

PeG

∂r

∂y
(x, 0) =

cuΦu

PeG

(

r

Φu

+ r2

)

(x, 0) = m

(

r

Φu

+ r2

)

(x, 0). (7.20b)



Section 8: Two-Component Gas
Diffusion: Asymptotic Solution

One-dimensional case. We begin by considering the one dimensional (1D) case
(ǫ = 0). In this case, we ignore the conditions at the wall and instead focus on the channel.
Thus we substitute this assumption into (7.11), (7.16), (7.20), and (7.8) to obtain

d2s

dy2
= 0, (8.1)

s(1) = 1, (8.2a)

d
√

s

dy
(0) = −mr(0), (8.2b)

Pe−1
G

d

dy

(√
s
dr

dy

)

+
1

2

d

dy

(

r
ds

dy

)

= 0, (8.3)

r(1) = 1, (8.4a)

1

PeG

dr

dy
(0) = m

(

r

Φu

+ r2

)

(0). (8.4b)

Asymptotic solution. Though an exact solution for the one-dimensional case is
derived later in this section, we wish to solve the problem asymptotically to illustrate how
the procedure might be used for a more complicated two-dimensional problem.

Since on the cathode side, Pe−1
G ≪ 1, we expand the solution with respect to Pe−1

G as

s(x; PeG) = s0(x) + Pe−1
G s1(x) + · · · , r(x; PeG) = r0(x) + Pe−1

G r1(x) + · · · . (8.5)

The algebra will proceed more smoothly if we recall the following result:

√

s0 + Pe−1
G s1 =

√
s0

√

1 +
Pe−1

G s1

s0
=

√
s0 +

Pe−1
G s1

2
√

s0
+ · · · . (8.6)

We wish to obtain the leading order solution for both r and s. As shown below, that
will necessitate keeping additional terms in the s equations. Thus we substitute (8.5) into
(8.1)–(8.4), keeping the necessary orders:

d2s0

dy2
= 0, (8.7a)

d2s1

dy2
= 0, (8.7b)

s0(1) = 1, (8.8a)
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s1(1) = 0, (8.8b)

d

dy

(√
s0 +

Pe−1
G s1

2
√

s0

)

(0) = −m(r0 + Pe−1
G r1)(0)

d
√

s0

dy
(0) = −mr0(0) (8.9a)

d

dy

(

s1

2
√

s0

)

(0) = −mr1(0), (8.9b)

Pe−1
G

d

dy

(√
s0

dr0

dy

)

+
1

2

d

dy

(

r0
ds0

dy
+ Pe−1

G

(

r0
ds1

dy
+ r1

ds0

dy

))

= 0

1

2

d

dy

(

r0
ds0

dy

)

= 0, (8.10a)

d

dy

(√
s0

dr0

dy
+

1

2

(

r0
ds1

dy
+ r1

ds0

dy

))

= 0, (8.10b)

r0(1) = 1, (8.11)

1

PeG

d(r0 + Pe−1
G r1)

dy
(0) = m

[

r0 + Pe−1
G r1

Φu

+ (r0 + Pe−1
G r1)

2

]

(0)

mr0

(

1

Φu

+ r0

)

(0) = 0, (8.12a)

m

(

r1

Φu

+ 2r0r1

)

(0) =
dr0

dy
(0). (8.12b)

(Note that in (8.11) we have kept only the leading-order term, since it is the only ones
needed for the analysis.)

If we recall that r0 cannot be negative on physical grounds, (8.12a) reduces to

r0(0) = 0, (8.13)

in which case (8.9a) becomes
d
√

s0

dy
(0) = 0. (8.14)

Solving (8.7a) subject to (8.8a) and (8.14), we obtain

s0 = 1. (8.15)

If we substitute (8.15) into (8.10a), we see that it is automatically satisfied, so the deter-
mination of r0 must wait until the next order.

Substituting (8.13) and (8.15) into (8.10b), (8.9b), and (8.12b), we obtain

d2r0

dy2
+

1

2

d

dy

(

r0
ds1

dy

)

= 0, (8.16)

1

2

ds1

dy
(0) = −mr1(0), (8.17a)

m

Φu

r1(0) =
dr0

dy
(0). (8.17b)
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Combining (8.17), we have
1

2

ds1

dy
(0) = −Φu

dr0

dy
(0). (8.18)

Solving (8.7b) subject to (8.8b) and (8.18), we obtain

s1 = −2Φu
dr0

dy
(0)(y − 1). (8.19)

Substituting (8.19) into (8.16) and solving subject to (8.13), we have

d2r0

dy2
− Φu

dr0

dy
(0)

dr0

dy
= 0

dr0

dy
− Φu

dr0

dy
(0)r0 =

dr0

dy
(0),

r0 =
1

Φu

[

exp

(

Φu

dr0

dy
(0)y

)

− 1

]

.

Then substituting y = 1 into the above and using (8.11), the full expressions can be
obtained:

r0(1) = 1 =
1

Φu

[

exp

(

Φu

dr0

dy
(0)

)

− 1

]

.

log(1 + Φu) = Φu

dr0

dy
(0)

r0(y) =
(1 + Φu)y − 1

Φu

, (8.20a)

s1(y) = 2 log(1 + Φu)(1 − y). (8.20b)

Thus the asymptotic solution to these orders is

r(y) =
(1 + Φu)y − 1

Φu

+ O(Pe−1
G ), (8.21a)

s(y) = 1 + 2 log(1 + Φu)(1 − y)Pe−1
G + O(Pe−2

G ). (8.21b)

It is interesting to note that the zeroth order solution for the relative concentration of the
reactant r (oxygen) is not a constant.

Comparison to the exact solution. For the one-dimensional case, we may solve the
problem exactly as follows. Solving (8.1) subject to (8.2a), we have

s = 1 + 2As(y − 1), (8.22)

where As is an undetermined constant. Substituting (8.22) into (8.3) and integrating, we
have

Pe−1
G

(√
s
dr

dy

)

+ Asr = Ar

Pe−1
G

dr

dy
+ r

As√
s

=
Ar

As

As√
s
. (8.23)
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Upon noting that
d(
√

s)

dy
=

1

2
√

s

ds

dy
=

As√
s
, (8.24)

we may evaluate (8.23) at y = 0 to obtain

Pe−1
G

dr

dy
(0) +

(

r
d(
√

s)

dy

)

(0) =
Ar

As

d(
√

s)

dy
(0)

m

(

r

Φu

+ r2

)

(0) − mr2(0) =
Ar

As

(−mr)(0)

Ar

As

= − 1

Φu

, (8.25)

where we have used (8.2b) and (8.4b).
Substituting (8.24) and (8.25) into (8.23) and integrating, we have

d

dy

(

r exp
(

PeG

√
s
))

= − 1

Φu

AsPeG√
s

exp
(

PeG

√
s
)

r = − 1

Φu

+

(

1 +
1

Φu

)

exp
(

PeG(1 −
√

s)
)

, (8.26)

where we have used (8.2a) and (8.4a). To solve for s, it is more convenient to consider the
quantity

s(0) = 1 − 2As, (8.27a)

thus writing (8.22) as
s(y) = 1 + [1 − s(0)](y − 1). (8.27b)

Substituting (8.26) and (8.27b) into (8.2b), we have

d
√

s

dy
(0) =

1 − s(0)

2
√

s(0)
= −mr(0) =

m

Φu

− m

(

1 +
1

Φu

)

exp
(

PeG(1 −
√

s(0)
)

s(0) − 1

2m
√

s(0)
= − 1

Φu

+

(

1 +
1

Φu

)

exp
(

PeG(1 −
√

s(0)
)

. (8.28)

To check with our asymptotic results, we examine (8.28) for large PeG. If s(0) < 1,
the left-hand side is negative while the right hand side is large and positive. If s(0) > 1,
the left-hand side is positive while the right-hand side is negative. Thus we must have that

s(0) = 1 + 2Pe−1
G B + · · · . (8.29)

Substituting (8.29) into (8.28), we have, to leading order,

Pe−1
G B

m
= − 1

Φu

+

(

1 +
1

Φu

)

exp
(

PeG(1 − (1 + Pe−1
G B)

)
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1 = (Φu + 1)e−B

B = log(Φu + 1)

s(y) ∼ 1 + [1 − (1 + 2Pe−1
G B)](y − 1) = 1 + 2Pe−1

G log(Φu + 1)(1 − y), (8.30a)

r(y) = − 1

Φu

+

(

1 +
1

Φu

)

exp

(

PeG(1 −
√

1 + 2Pe−1
G log(Φu + 1)(1 − y))

)

=
1

Φu

[−1 + (Φu + 1) exp (− log(Φu + 1)(1 − y))]

=
(Φu + 1)y−1+1 − 1

Φu

=
(Φu + 1)y − 1

Φu

. (8.30b)

Note that (8.30) agree with (8.21).

Two Dimensional Case. We could look for asymptotic solutions of the 2D case by
expand the solutions in Pe−1

G as in the 1D case:

s(x, y) = s0 + Pe−1
G s1 + · · · , r(x, y) = r0 + Pe−1

G r1 + · · · . (8.31a)

However, if we are interested only in the leading order behavior, we can use a “quick and
dirty” transformation motivated by (8.21b):

s(x, y) = 1 + Pe−1
G s1. (8.31b)

Substituting (8.31) into (7.11), we have, to leading order in Pe−1
G ,

ǫ2
∂2s1

∂x2
+

∂2s1

∂y2
= 0,

(8.32a)

Pe−1
G

[

ǫ2
∂

∂x

(

∂r0

∂x

)

+
∂

∂y

(

∂r0

∂y

)]

+
Pe−1

G

2

[

ǫ2
∂

∂x

(

r0
∂s1

∂x

)

+
∂

∂y

(

r0
∂s1

∂y

)]

= 0

ǫ2
∂2r0

∂x2
+

∂2r0

∂y2
+

1

2

[

ǫ2
∂

∂x

(

r0
∂s1

∂x

)

+
∂

∂y

(

r0
∂s1

∂y

)]

= 0.

(8.32b)

The boundary conditions at the ends x = 0 and x = −2 are exactly as given in
(7.13) and (7.14) with the appropriate numerical subscript for each function. Similarly,
the conditions at the wall are the same as in (7.15). For the boundary conditions at the
channel and the GDL, they are exactly the same as in the one-dimensional case, namely
(8.13), (8.18), (8.11), and (8.8b):

r0(x, 0) = 0,
1

2

∂s1

∂y
(x, 0) = −Φu

∂r0

∂y
(x, 0)

rl
0(x, 1) = 1, sl

1(x, 1) = 0, −2 ≤ x ≤ 1.
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Remark 1. We note that the leading-order equation (8.32b) derived above is slightly
simpler than (7.11b). More importantly, we have eliminated Pe−1

G from the equations.
Note also that m is also absent from the boundary conditions and the only remaining
small parameter is ǫ.
Remark 2. We could further simplify the problem by expanding the solution with respect
to ǫ. It is easy to see that the solution will be quasi-1D for x < 0 and x > 0. However,
near x = 0, we will have to solve the full 2D problem.



Section 9: Considering the Liquid
Since the transport of liquid water in the porous matrix is of central importance to the

problem, we examined this transport problem in isolation without giving consideration to
the gas phases, save that gas occupies the space not occupied by liquid water. The resulting
system has the advantage of incorporating most of the interesting features of this problem
(specifically, thermal and liquid transport). At the same time, the solution is driven by
a small number of known and unknown material parameters. Thus, a good calculation
of this reduced problem may provide some tools for exploring material parameter regimes
and provide valuable inputs, such as the location and amount of liquid water in the matrix,
to those studying the interdiffusion of the various gas phases.

At equilibrium, ṽ is uniform. Substituting this fact into (2.8) and solving, the equi-
librium vapor content is computed to be

ṽeq =
θ0βθ

βv

exp

(

− EA

RT̃0

)

, (9.1a)

where the subscript “eq” stands for “equilibrium” and the subscript 0 pertains to char-
acteristic values. For the numerical calculations, it is more convenient to consider the
equilibrium vapor content as a volume fraction. Therefore, we define

Φv,eq =
ṽeq

Gl
. (9.1b)

To select the parameter value of ṽeq, we choose θ0 = 10−2 and T̃0 = 353 K to model
the conditions of the humidified channel above the GDL. The temperature is chosen to
represent the channel temperature supplied by Gore (353 K). The vapor content is chosen
somewhat arbitrarily to represent the fact the gas in the channel is fully saturated.

Then substituting (9.1b) into (2.7) and (2.9), we obtain

∇ · [Dθ(θ)∇θ] −
[

βθθ exp

(

−EA

RT̃

)

− βvGlΦv,eq

]

= 0, (9.2a)

∇ ·
[

k̃(θ)∇T̃
]

− ρθL

[

βθθ exp

(

−EA

RT̃

)

− βvGlΦv,eq

]

= 0, (9.2b)

where k̃(θ) is given in (2.10).
Having Dθ(0) = 0 as is the case in (2.3b) presents computational difficulties because

θ = 0 on portions of the boundaries, necessitating very steep boundary layers there. For
this reason, we choose to regularize the problem slightly by introducing a small regular-
ization parameter δ into (2.3b):

Dθ(θ) = A
(

δ + 1 − e−Bθ
)p

. (9.3)



Beuscher et al. 9.2

T = T3

T  = 0x T  = 0x

θx= 0 θx= 0

=θ θ3

θy = 0
T = Tm T = Tr

θ = θr

Figure 9.1. Schematic of numerical problem.

Parameter Value Parameter Value

B 5 Tm (K) 353
EA (J/kg) 4.07 × 104 Tr (K) 353
kC (W m−1K−1) 0.3 βvvl (s−1) 4.7
kθ (W m−1K−1) 0.67 βθ (s−1) 3.41 × 104

p 1 ρθL (J/m3) 4.07 × 107

T3 (K) 355 θ3 0
θr 0

Table 9.1. Parameter values for numerical simulations.

If δ ≫ Bθ in the physical domain, we expect and obtain linear behavior. Calculations
in the nonlinear regime where δ ≈ Bθ would provide some insight into how the material
properties affect liquid water transport in the GDL. Hopefully, asymptotic modeling of the
boundary would best inform computations in regimes where δ ≪ Bθ, but this is beyond
the scope of this workshop.

The geometry of the problem together with the boundary conditions are shown in
Figure 9.1; the parameters used are listed in Table 9.1. Values of T and θ were supplied
by Gore. The choice of θr and θ3 is motivated by (2.16e) and (2.19b). The rationale for
this is that there should be no liquid water on the membrane and any liquid water at the
channel interface is wicked away. With regard to Dθ(θ), we chose the values of B and p
for historical reasons.

We used a Chebyshev discretization of the spatial domain. For the steady calculations,
we performed Newton iterations to reduce the residuals of (9.2) to a specified tolerance,
at which time the approximate system is considered solved.

Our computations focused on the impact of the (unknown) material properties of the
GDL and how these would affect moisture transport. It is important to appreciate that
the scales used for θ are not relevant in these calculations because the GDL’s material
properties have not been characterized. The only issue we explore computationally is
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Figure 9.2. Spectral computations of (9.2), the hydrothermal equilibrium in GDL. All
quantities used for the calculation are known physical constants or parameters supplied
by Gore. The only unknowns are A, p, δ, and B, which characterize our model hydraulic
diffusivity. The first figure is essentially linear since variations in θ have little impact
on Dθ. As δ decreases, nonlinear behavior becomes more pronounced to a point where
the diffusivity varies by a factor of two depending upon the moisture content in the last
calculation (δ = 10−5).
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regimes where the presence of liquid water effects insignificant or significant change in the
liquid diffusivity. Thus, differing magnitudes of θ should be considered relative to the size
of Dθ.

For all experiments, we maintained Aδ at a constant value of 10−7. In all cases, we
expect the liquid water content to remain small, roughly θ ≈ 10−7 at its peak value. The
key issue is to explore the impact of nonlinearity on this problem. We found that that
the nonlinearity in Richard’s equation through Dθ is significant if we consider solutions for
δ = 10−3, 10−4 and 10−5, as shown in Figure 9.2.

We see that the material nonlinearity can have a substantial impact on the distribution
of liquid water throughout the GDL. When water condenses in the linear regime (δ = 10−3),
moisture forms in a horizontal band, possibly obstructing the flow of gas to and from the
membrane. On the other hand, in the nonlinear parameter regime (δ = 10−4, 10−5), we
see that liquid water remains confined under the carbon plating, leaving a clear passage
for gas flow. In all calculations, we observed little or no impact on thermal transport.



Section 10: All Phases Together
This section considers the case where both liquid water and water vapor are present

together. The model in this section is a simple one—definitely not the last word in de-
scribing water in the GDL. Throughout this section, pressure is assumed constant and no
convection is allowed. Thus we may reduce our domain to −2 ≤ x ≤ 0 as in sections 4 and
5.

In addition, (4.1)–(4.3) can be taken as the starting point for the system of equations
modeling the interior of the GDL. There are, however, two things that must be changed
to handle the presence of liquid water: first a new equation must be added describe the
transport of liquid water, and second there must be a source/sink term that describes
how water condenses/evaporates. The new equation is basically (2.7), but the source/sink
term is somewhat different from what was presented earlier. The source/sink term used
here is that used in [13]; condensation/evaporation is proportional to S, where S > 0
(oversaturation) implies condensation and S < 0 (undersaturation) implies evaporation.

As described above, the equations for the temperature and oxygen concentration do
not change, so we use (4.1) and (4.2):

ǫ2
∂2T

∂x2
+

∂2T

∂y2
= 0. (10.1)

ǫ2
∂2u

∂x2
+

∂2u

∂y2
= 0, (10.2)

The equations for the water must now be augmented by the condensation/evaporation
term as follows:

ǫ2
∂2v

∂x2
+

∂2v

∂y2
= αS, (10.3)

ǫ2
∂2W

∂x2
+

∂2W

∂y2
= −αS

√

ρv

ρθ

, (10.4)

where S(v, t) is given by (4.40), ρv is the density of water vapor and α is the proportionality
constant. Further derivation of the form of (10.4) may be found in [13].

The boundary conditions for T , u and v are the same as in Section 5. Since W is
simply proportional to θ, we see from section 2 that there are no-flux conditions everywhere
except at the inlet channel (y = 1, −2 < x < −1); at this inlet W = 0. These conditions are
consistent with only water vapor being created at the CCL/GDL interface, and therefore
that liquid water is created only by condensation inside the GDL. Since any net creation
of liquid water in the GDL must be balanced by an outward flow somewhere, one would
expect there to be at least a small amount of liquid flowing out of the channel.

Since the equations and boundary conditions that describe the temperature and oxy-
gen are unchanged from those in Section 5, the temperature (T ) and oxygen (u) profile
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Figure 10.1. Saturation when both liquid water and vapor are present.

in the GDL are also essentially unchanged (they change only because of the presence of u
in the boundary conditions at the reaction interface). The possibility of converting water
vapor into liquid water causes the saturation to be significantly reduced, and the nature of
the profile to change. Indeed in Figure 10.1, one can see that, unlike any of the previous
cases, there is now a region in the GDL away from the channel near the CCL where the
GDL is under saturated. Also the region of greatest saturation is now just under the chan-
nel inlet; this is due to the 100% vapor saturation of the inlet gas. The vapor (v) profile in
Fig. 10.2 is also changed since vapor is now flowing into the GDL both from the channel
inlet and from the reaction interface, while the conversion of vapor into liquid water in the
interior of the GDL leads to a minimum in the vapor profile near y = 0.5 for x < 0. The
liquid water volume pore fraction (W ) is in fact very slight; in Fig. 10.3, at a maximum
only about 1.65% of the pore space is occupied by liquid water. This level would seem well
below what would cause a transport problem for oxygen across the GDL.

Additional mathematical work on this combined liquid/vapor problem is needed to
better understand these numerical results. However, we note that since the problems for
T and u do not change and essentially can be solved separately, some asymptotic results
may be possible.
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Figure 10.2. Vapor concentration v. Notice the trough near y = 0.5, −1 < x < 0.
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Figure 10.3. Liquid water pore volume fraction W . This fraction is everywhere under
1.7%.



Section 11: Conclusions and
Further Research

In this report, we have summarized a variety of findings emerging from different
subgroups within our team. First, we have produced a detailed asymptotic picture of
gas and heat transport in the dry regime. Second, we have performed some analysis of
two-gas phase interdiffusion in the GDL, which allows us to track both gaseous species
simultaneously.

Third, we have performed computations of hydrothermal transport to try to under-
stand the role of the material properties on the liquid water and heat transport. Finally,
we present calculations of both liquid and vapor phase water in the GDL.

Upon examining the results these different approaches, we offer the following conclu-
sions:

1. The thermal distribution across the GDL is driven entirely by the temperature bound-
ary conditions. No team found any physical process that would substantially alter the
heat transfer properties of the GDL. One possible exception would be significant water
buildup in the layer, but this is an undesirable regime for other reasons.

2. Liquid water accumulates under the carbon plating first. This comes as no surprise
since the carbon plating is impermeable to liquid water, but every avenue of investi-
gation confirms this fact.

We offer the following suggestions and recommendations:

1. From both an analytical and computational perspective, the problem can be reduced
by decoupling the heat transfer problem entirely. That is, given complete boundary
data, one could solve the heat transfer problem without any consideration of liquid
water or gas transport. Then this solution can be used as an input to other processes
in the GDL. This simplifies the modeling considerably and is justified by the work
contained in this report.

2. The asymptotic solutions determined in this report may be used to inform numerical
schemes or analyses in extreme parameter regimes where there would be sharp layers
near the boundaries.

3. Our simulations suggest that the material properties of the GDL could have a huge
impact on how liquid water is stored in the layer. Thus, it is essential that some ex-
perimental understanding of moisture-dependent transport in the GDL be developed.

Directions for future research:

1. The next obvious step would be to improve the liquid/vapor phase water transport
model, and take our own advice above to treat heat separately as an input. The vapor
equilibrium assumption can easily be relaxed to follow more closely the approach of
Philip & De Vries.

2. Since the GDL is a component of a larger fuel cell system, the interdiffusion of gases
requires more effort and attention.



Appendix A: Parameter Values
Here are the values of the relevant parameters. First we write down the dimensions

of the device:

h = 0.02 cm, (A.1a)

d = 0.1 cm. (A.1b)

Thus we have that

ǫ =
h

d
= 0.2. (A.2)

Next we focus on the temperature. We have

Tm = 353 K, (A.3a)

Tl = 355 K, (A.3b)

k̃C = 3 × 10−3 W

cm · K , (A.4)

q̃T = 0.3
W

cm2
. (A.5)

Substituting (A.1a) and (A.3)–(A.5) into (4.6c), we have

qT =
q̃T h

k̃C(Tl − Tm)
=

(0.3 W/cm
2
)(0.02 cm)

(3 × 10−3 W/(cm · K))(2 K)
= 1. (A.6)

The diffusion coefficients for the gases can be estimated:

Du = 0.2
cm2

s
, (A.7a)

Dv = 0.2
cm2

s
. (A.7b)

To calculate ul and vl, we first note that the pressure in the left channel is

Pl = 1 atm = 1.013 × 106 g

cm · sec2
. (A.8)

Then using the ideal gas law, we have that Gl, the molar density of all the gases together
in the left channel, is given by

Gl =
Pl

RTl
=

1 atm

(82.05 cm3 · atm/mol/K)(355 K)
= 3.43 × 10−5 mol

cm3
. (A.9)
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Then given that the molar fractions of oxygen and water vapor in the channel are given
by

Φu = 0.105, Φv = 0.5,

we get the molar densities in the channel that we desire:

ul = ΦuGl = (0.105)

(

3.43 × 10−5 mol

cm3

)

= 3.60 × 10−6 mol

cm3
, (A.10a)

vl = ΦvGl = (0.5)

(

3.43 × 10−5 mol

cm3

)

= 1.72 × 10−5 mol

cm3
. (A.10b)

We also have values for the fluxes:

q̃u = 2.6 × 10−6 mol

cm2 · s , (A.11a)

q̃v = 5.2 × 10−6 mol

cm2 · s . (A.11b)

Substituting (A.1a), (A.7), (A.10), and (A.11) into (4.6a) and (4.6b), we have values for
the dimensionless fluxes:

quǫ2 =
q̃uh

Duul
=

(2.6 × 10−6 mol/(cm2 · s))(0.02 cm)

(0.2 cm2/s)(3.60 × 10−6 mol/cm
3
)

= 7.22 × 10−2, (A.12a)

qu =
7.22 × 10−2

(0.2)2
= 1.81, (A.12b)

qvǫ
2 =

q̃vh

Dvvl
=

(5.2 × 10−6 mol/(cm2 · s))(0.02 cm)

(0.2 cm2/s)(1.72 × 10−5 mol/cm
3
)

= 3.02 × 10−2, (A.13a)

qv =
3.02 × 10−2

(0.2)2
= 7.55 × 10−1. (A.13b)

For c̃u, we have the following value:

c̃u = 0.7
cm

s
. (A.14)

Therefore, from (5.2) we have

cu =
c̃uh

Du

=
(0.7 cm/s)(0.02 cm)

0.2 cm2/s
= 0.07, (A.15)

cvǫ
2 =

2c̃uulh

Dvvl
=

2(0.7 cm/s)(0.02 cm)(3.60 × 10−6 mol/cm
3
)

(0.2 cm2/s)(1.72 × 10−5 mol/cm
3
)

= 2.93 × 10−2,

(A.16a)

cv =
2.93 × 10−2

(0.2)2
= 7.33 × 10−1. (A.16b)
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To calculate cT , we must examine the reaction to see the energy produced. The formula
is given by

c̃T = (c̃u) (4 electrons/reaction)F

(

0.6 V

2

)

.

Here F is Faraday’s constant, 0.6 V is the potential in the device, and we divide by
2 because we assume that half the heat goes back into the GDL, while the other half
remains in the CCL. Using our values, we have from (5.2c) that

c̃T =
(

0.7
cm

s

)

(

9.65 × 104 C

mol

)

(1.2 V) = 8.11 × 104 W · cm
mol

.

cT =
c̃T ulh

k̃C(Tl − Tm)
=

(

8.11 × 104 W · cm/mol

3 × 10−3 W/(cm · K)

)

(0.02 cm)(3.60 × 10−6 mol/cm
3
)

2 K

= 9.73 × 10−1. (A.17)

For the convection work, we also need the pressure in the right channel:

Pr = 1.012 × 106 g

cm · sec2
. (A.18)

Thus we see from (2.16c) that

γǫ2 =
Pr − Pl

Pl
=

1.013 − 1.012

1.013
= 9.87 × 10−4 (A.19a)

γ =
9.87 × 10−4

(0.2)2
= 2.47 × 10−2. (A.19b)

We were given that
κg = 10−12 m2 = 10−8 cm2. (A.20)

We may find values for the viscosity in [13]:

µ = 2.24 × 10−5 kg

m · s = 2.24 × 10−4 g

cm · s , (A.21)

so from (3.8b) we have that

Peu =
κg(Pl − Pr)

2µDu

=
(10−8 cm2)[(1.013 − 1.012) × 106 g/(cm · s2)]

2[2.24 × 10−4 g/(cm · s)]Du

=
2.232 cm2/s

0.2 cm2/s
= 1.12 × 10−1. (A.22)

Since Du = Dv, we see that Pev = Peu.
To calculate PeG, we must first have a typical value for W , which we obtain from [13],

where it is denoted as β:
W = 0.1. (A.23)
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Substituting the values from (A.7), (A.8), (A.21), and (A.23) into (7.12), we obtain

PeG =
κg(1 − W )3RTGl

Dµ
=

(10−8 cm2)(0.9)3Pl

[2.24 × 10−4 g/(cm · s)](0.2 cm2/s)

= 1.63 × 10−4 cm · s2
g

[1.013 × 106 g/(cm · s2)] = 1.65 × 102. (A.24)

Lastly, using the values calculated above, we may calculate m:

m =
cuΦu

PeG

=
(0.07)(0.105)

1.65 × 102
= 4.45 × 10−5. (A.25)



Nomenclature

Units are listed in terms of length (L), mass (M), moles (N), time (T ), or temperature
(Θ). If the same letter appears both with and without tildes, the letter with a tilde has
dimensions, while the letter without a tilde is dimensionless. The equation number where
a particular quantity first appears is listed, if appropriate.

A: arbitrary constant, variously defined.
B: arbitrary constant, variously defined.
c̃: transfer coefficient, units L/T (5.1a).

D: diffusion coefficient, units L2/T (2.2a).
d: half-width of GDL segment, units L.

EA: activation energy, units ML2/NT 2 (2.5a).
f : arbitrary function, variously defined.

G̃(x̃, ỹ): total gas molar density in channel, units N/L3 (7.2).
g: arbitrary function (4.34b).
h: height of channel, units L.
k̃: thermal conductivity, units ML/T 3Θ (2.9).
L: latent heat for water, units L2/T 2 (2.9).
m: dimensionless parameter (7.19).
n: normal direction.

P̃ (x̃, ỹ): pressure at position (x̃, ỹ), units M/LT 2.
p: arbitrary constant, variously defined.

Pe: Péclet number measuring the ratio of convective to diffusive effects (3.8b).
q̃: imposed flux at CCL, units N/L2T for concentration flux and M/T 3 for heat flux

(4.5a).
R: gas constant, units ML2/NT 2Θ (2.5a).

r(x, y): fraction of gas that is oxygen (7.6).
S(v, T ): saturation measurement for water vapor (4.40).
s(x, y): dimensionless square of the total gas concentration (7.10).
T̃ (x̃, ỹ): temperature at position (x̃, ỹ), units Θ.
ũ(x̃, ỹ): concentration of oxygen at position (x̃, ỹ), units N/L3.
Ṽ(x̃, ỹ): gas velocity at position (x̃, ỹ), units L/T (2.1).
ṽ(x̃, ỹ): concentration of water vapor at position (x̃, ỹ), units N/L3.
W (·, ·): pore volume fraction of water, value θ/φ (2.3a).

x̃: distance along channel measured from graphite centerline, units L.
ỹ: distance along channel measured from graphite centerline, units L.
Z: the integers.
z: interior-layer variable, value (x + 1)/ǫ (4.10).
α: condensation/evaporation conversion factor for two-phase model (10.3).

βv: condensation conversion factor, units L3/NT (2.7).
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βθ: evaporation conversion factor, units T−1 (2.7).
γ: proportionality constant for pressures, value (Pl − Pr)ǫ

−2/Pl (2.16c).
δ: small regularization parameter (9.3).
ǫ: small aspect ratio, value h/d.

θ(·, ·): liquuid water volume fraction (2.1).
κ(θ): permeability, units L2 (2.1).

µ: viscosity of the gas, units M/LT (2.11).
ρ: density, units M/L3 (2.9).
Σ: sources and sinks due to condensation and evaporation (2.2a).

Φ(x̃, ỹ): volume fraction at position (x̃, ỹ) (7.6).
φ: porosity.

Ψ(θ): moisture potential, units T−1 (2.1).

Other Notation

C: as a subscript, used to indicate graphite (2.10).
eq: as a subscript, used to indicate equilibrium (9.1a).
G: as a subscript, refers to the variable G (7.12).
g: as a subscript, used to indicate the gas (2.4).
i: as a superscript, used to indicate an interior layer (4.10).
l: as a sub- or superscript, used to indicate the region under the left channel (2.8).

m: as a sub- or superscript, used to indicate the region under the graphite (2.13).
n ∈ Z: as a subscript, used to indicate an expansion in ǫ (4.7), a normalization factor

(9.1a), or a series of transformations.
r: as a subscript, refers to the variable r (8.23).
r: as a sub- or superscript, used to indicate the region under the right channel

(2.16a).
s: as a subscript, refers to the variable s (8.22).

sat: as a subscript, used to indicate a saturation value (2.16a).
T : as a subscript, used to indicate temperature (4.5c).
u: as a subscript, used to indicate oxygen (2.4).
v: as a subscript, used to indicate water vapor (2.7).
θ: as a subscript, used to indicate liquid water (2.1).
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